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Positive selection is the driving force for the adaptation of organisms to an ever-changing environment, and it leads to adaptive evolution and in some cases to speciation. When selective pressure is applied to individuals based on their phenotype, it ultimately leads to the changes in the underlying genetic content of the population. The creatures that carry a more useful genotype would outcompete their peers, resulting in the fixation of beneficial allele(s) in the population with concomitant removal of inferior alleles. This process of selective sweep extends positive selection to the nucleotide level and therefore comprises the essence of Darwinian evolution. The genes that are subject to selection are usually found in the context of a chromosome. The adjacent genomic segments are physically linked to the selected genes and are therefore dragged to fixation along with the beneficial allele, or are discarded with the less fit alleles during the process called genetic hitchhiking. In some organisms, recombination can eventually separate the selected allele from adjacent loci; hence the strength of hitchhiking decreases with the distance from the selected locus. When recombination rates are very low, hitchhiking can drag to fixation extended regions of the genome or even entire chromosomes. In bacteria, the whole haploid genome represented by a single chromosome is driven to fixation during hitchhiking, which leads to rapid differentiation and speciation.

In the three decades since the description of the hitchhiking effect in the pioneering works of J. Maynard Smith and J. Haigh, and T. Ohta and M. Kimura, the issue has received variable attention. Discovery of low polymorphism in low recombination regions of the genome, consistent with the hitchhiking model, brought it into the spotlight – only until an alternative mechanism that explains the observed polymorphism pattern, the background selection, was proposed by B. Charlesworth. It became clear that unambiguous identification of a selective sweep event and associated hitchhiking is a formidable task. The complete selective sweep needed to induce a strong hitchhiking effect is associated with quite powerful positive selection – a rather rare case that is not readily found. In addition, the footprint of hitchhiking left by selective sweep on the pattern of polymorphism is initially not easily discernible from the pattern created by alternative mechanisms, such as background selection. Accumulation of new mutations after the sweep creates a distinctive signature of hitchhiking, but ironically the same mutation process quickly erodes the characteristic pattern. This creates a rather narrow time window for the detection of already rare strong hitchhiking event. Despite the described hardships, a number of selective sweeps have been documented, including the reports presented in this book. These reports play an important role in establishing the general framework of research on selective sweep and hitchhiking because they demonstrate that
theoretical predictions on polymorphism patterns derived from mathematical modeling are consistent with the real experimental data. However, analysis of these isolated examples largely leaves aside questions such as how often do the sweeps occur and what is the relative input of the sweeps and associated hitchhiking in shaping the pattern of polymorphism in the genome.

Recent advances in theory and technology have created a background for genome-wide surveys for selective sweep events. These advances include the development of new statistical tests tailored to detect incomplete, or partial, selective sweeps associated with weaker selection, and large-scale acquisition of DNA sequence data which provide ample source for the detection of polymorphism patterns. Whole-genome transcriptional analysis using gene microarrays is also instrumental in identification of male-specific genes, immunity genes, and other potentially rapidly evolving genes which are likely subject to significant positive selection and therefore represent probable targets for selective sweeps. Finally, detection of selective sweeps in structured populations has been significantly enhanced by theoretical analysis and the introduction of microsatellite polymorphic markers. While the complete picture is still emerging, it has become evident that selective sweeps and associated hitchhiking play the principal role in shaping the variability of the genomic sequence, and in selection-driven differentiation between populations.

The first three chapters, written by J. Parsch et al, R. Kulatinal et al, and A. Civetta and R. Singh, describe examples of selective sweep of rapidly evolving genes. Next three chapters, by F. Depaulis et al, C. Schlotterer, and J. Fay and C.-I. Wu, provide a comprehensive synopsis of the statistical methods for the detection of selective sweeps based on DNA polymorphism data, and also present original test statistics. The chapter written by F. Cohan provides an astonishing overview of the role of selective sweep in speciation in bacteria, and the chapter by S. Rich discusses the role of selection in shaping the variability patterns in the genome of the malaria plasmodium. Finally, T. Wiehe et al provides a very fine analysis of selective effects in structured populations.

My sincerest acknowledgements extend to the authors who contributed their time and effort to this book. It was a magnificent experience to work with these renowned scientists who were keen to share their great expertise with the readers. In addition, it was quite educational for me to edit their manuscripts, and I hope that the readers of this book will find it as useful and exciting as I did.

Dmitry Nurminsky
Inferring Evolutionary History through Inter- and Intraspecific DNA Sequence Comparison: The *Drosophila janus* and *ocnus* Genes

John Parsch, Colin D. Meiklejohn and Daniel L. Hartl

Abstract

Statistical analysis of aligned DNA sequences, both among and within species, has proven to be a valuable tool for inferring the evolutionary history of genetic loci. Of particular interest are cases where the observed data depart from the neutral expectation and suggest adaptive evolution due to positive natural selection. In this chapter, we use the *Drosophila janusA*, *janusB* and *ocnus* genes to demonstrate methods of evolutionary inference from both inter- and intraspecific DNA sequence data. Interspecific comparisons suggest that these three paralogous, testes-expressed genes have diverged in function following duplication and have evolved under different selective constraints. The three genes show the increased rate of between-species amino acid replacement common to genes with reproductive function, which may be the result of recurrent positive selection. Intraspecific comparison of *D. simulans* alleles provides evidence for more recent positive selection in this region of the genome. There are two divergent haplotype groups segregating in the worldwide population, one of which has risen to high frequency within the past 5000 years. The observed pattern of within-species variation may best be explained by a selective sweep that has not gone to completion.

Detecting Selection by Inter- and Intraspecific DNA Sequence Comparison

Recent advances in DNA sequencing technology have lead to an enormous increase in the amount of DNA sequence available for testing evolutionary hypotheses. This wealth of data includes collections of homologous gene sequences from different species as well as multiple sequences of particular genes sampled from different individuals within a single species. These data clearly indicate that there are abundant changes in DNA sequence between species as well as large amounts of DNA sequence polymorphism within species. Kimura’s\(^1\) neutral theory of molecular evolution explains this observation by assuming that the vast majority of nucleotide polymorphisms within species are the result of neutral mutations that have risen to detectable frequency due to random genetic drift in finite populations. Under Kimura’s model, sequence differences between species reflect neutral polymorphisms that have drifted to fixation in one or the other species. Because evolutionary geneticists are primarily interested in the molecular basis of adaptive evolution, they focus largely on cases where the data depart from the neutral
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model. Such departures from neutrality may be detected through both interspecific and intraspecific DNA sequence comparison. Because divergence and polymorphism have a simple relationship under the neutral theory, the power to detect departures from neutrality is often increased by combining both inter- and intraspecific studies.

Interspecific DNA sequence comparisons are useful for determining the evolutionary history of particular genes and for identifying functionally important regions of genes and genomes. For example, interspecific comparisons can be used to estimate the order and timing of gene duplication events. They may also be used to identify functionally important protein motifs or gene regulatory sequences, which are expected to be highly conserved among species. One parameter that can be estimated from interspecific DNA sequence data is the ratio of the nonsynonymous substitution rate ($K_a$) to the synonymous substitution rate ($K_s$). The $K_a/K_s$ ratio (sometimes designated as $d_{NS}/d_S$ or $\omega$) can reflect the selective constraints on a gene, particularly those acting to remove amino acid replacement substitutions. $K_a/K_s = 1$ is expected for genes evolving neutrally, where selection neither favors nor disfavors changes in the amino acid sequence. $K_a/K_s < 1$ is the commonly observed situation and suggests negative (purifying) selection acting to remove amino acid replacements. $K_a/K_s > 1$ indicates positive selection favoring the fixation of amino acid replacements. $K_a/K_s > 1$ is a strict criterion for the detection of positive selection and is rarely observed. Notable exceptions include the antigenic proteins of some pathogens, which are under strong selection to evade the host's immune response, and some male reproductive proteins that may be subject to sexual selection. Recently, a number of maximum likelihood-based approaches for estimating $K_a/K_s$ ratios for particular protein regions or amino acid positions have been introduced that have increased statistical power to detect signatures of positive selection from interspecific data, particularly when a wide sampling of species with a known phylogenetic relationship is available.

Intraspecific DNA sequence comparisons can allow the detection of recent positive selection, that is, selection acting much more recently than the time of the last speciation event. For example, one can infer selection by a departure from the neutral expectation in the average number of nucleotide differences between two sampled alleles, also known as nucleotide heterozygosity. Positive directional selection is expected to cause a reduction in nucleotide heterozygosity in the genomic region linked to the selected site. This is because as the selected variant increases in frequency in the population and eventually goes to fixation, it will drag linked neutral variants to fixation along with it. Thus this phenomenon, known as genetic hitchhiking, or a selective sweep, leads to a decrease in the standing level of DNA polymorphism. The extent of the chromosomal region affected by a selective sweep depends on the strength of selection and the local recombination rate. The lower the recombination rate, or the stronger the selection, the larger the region of the genome that will be affected. The observation that chromosomal regions with little or no recombination show reduced levels of polymorphism when compared to regions of normal recombination in Drosophila is consistent with genetic hitchhiking having acted in these areas. However, it has also been proposed that this observation can be explained by recurrent purifying selection removing linked neutral variants from the population. This mechanism, known as background selection, is also expected to be stronger in regions of reduced recombination.

A number of statistical tests have been proposed to detect departures from neutrality using only intraspecific polymorphism data. For example, the test of Tajima compares the observed frequencies of variants at polymorphic sites to the frequencies expected under the neutral theory. Other tests, commonly referred to as haplotype tests, compare the distribution of variants at segregating sites among chromosomes within a population sample to the neutral expectation. Significant departures from neutrality detected by either Tajima’s or the haplotype tests may be attributable to various forms of natural selection or to demographic factors reflecting the historical size and geographic distribution of the population. For example, an
excess of low frequency variants detected by Tajima’s test can result from either a recent selective sweep or from recent population expansion. Typically, it is impossible to distinguish among these possibilities from analysis of a single locus, and data from additional loci are required before a conclusion can be reached.

The combination of inter- and intraspecific DNA sequence comparisons can be used for more powerful statistical methods of detecting departures from neutrality. In addition to DNA sequence polymorphism data from within a single species, the presence of at least one sequence from a closely related species can be of great value for two reasons. First, the DNA sequence from the related species can be used to classify the within-species DNA polymorphisms as derived or ancestral. In this case, the ancestral variant at the polymorphic site is assumed to be the one that matches the outgroup sequence. Examples of neutrality tests that consider the frequency of derived variants include those of Fu and Li,20 Fay and Wu,21 and Kim and Stephan.22 The latter two tests are particularly relevant to genetic hitchhiking, because hitchhiking with a positively selected variant is expected to increase the frequency of derived variants in a population sample. The second benefit of having at least one sequence from a closely related species is that the divergence data can be used to eliminate variation in mutation rates or selective constraints as a cause for between-locus (or within-locus) differences in intraspecific polymorphism. For example, the low levels of DNA sequence polymorphism observed in regions of low recombination in Drosophila could be explained in theory by relatively low mutation rates in these regions of the genome. The observation that genes in regions of low recombination do not show a correlated reduction in interspecific divergence eliminates this possibility.23 The expected correlation between divergence and polymorphism has lead to the development of several statistical tests of neutrality, including the HKA test24 and the MK test.25 The latter test compares ratios of polymorphism and divergence between synonymous and nonsynonymous sites from within a single protein-encoding gene. An excess of nonsynonymous changes between species can occur as a result of positive selection for amino acid replacements, although there may be other causes for this pattern as well.

In this chapter, we use the Drosophila janus and ocnus genes to illustrate the utility of inter- and intraspecific DNA sequence comparison for inferring evolutionary history. Several features of these genes make them interesting for evolutionary studies. First, they are a group of paralogous genes that have been created by several gene duplication events, with apparent specialization and functional divergence following duplication. Second, they are male-specific, testis-expressed genes that show the increased rate of molecular evolution characteristic of many Drosophila genes with reproductive function. Finally, analysis of DNA sequence polymorphism within D. simulans suggests the recent action of positive selection in this region of the genome, resulting in a selective sweep of sequence variation.

Molecular Evolution of the janus and ocnus Genes in the D. melanogaster Species Subgroup

In D. melanogaster, janusA (janA), janusB (janB) and ocnus (ocn) are located in a gene-dense region near the telomeric end of the right arm of chromosome 3. The genomic organization of this region is shown in Figure 1. The janA and janB transcriptional units are adjoining, with the 3’ end of janA overlapping with the 5’ end of janB (Fig. 1).26 Despite this overlap, janA and janB produce separate transcripts that are under the control of independent promoters.27 The ocn transcriptional unit begins approximately 250 bp downstream from the janB polyadenylation site, and there is no overlap between the janB and ocn transcripts (Fig. 1). Phylogenetic comparison of janA, janB, and ocn sequences among species of the D. melanogaster species subgroup, as well as janA and janB sequences from the more distantly related D. pseudoobscura, suggests two separate duplication events have occurred in this region of the genome (Fig. 2).28,29
The \textit{janB} and \textit{ocn} genes share greater homology with each other than either does with \textit{janA}, indicating that they are the result of a more recent duplication. Consistent with this interpretation, \textit{janB} and \textit{ocn} are equally divergent from \textit{janA}. Since \textit{janB} and \textit{ocn} are found in all members of the \textit{D. melanogaster} species subgroup, the duplication event that produced them must have occurred at least 10 million years ago (mya). The original duplication that produced \textit{janA} and \textit{janB} must predate the divergence of the \textit{D. melanogaster} and \textit{D. obscura} group lineages, placing this duplication event at a minimum of 25 mya. A single gene with greatest homology to \textit{janA} was found in the \textit{C. elegans} genome suggesting that the ancestral gene was most similar in sequence to \textit{janA}.

The evolution of these genes appears to have included increasingly restrictive function following duplication, as evidenced by their expression pattern. Experimental studies indicate that \textit{janB} and \textit{ocn} produce testis-specific transcripts. In addition, translation of \textit{janB} mRNA is restricted to the postmeiotic stages of sperm development through control elements located in the...

---

Figure 1. Organization of the \textit{janA}, \textit{janB}, and \textit{ocn} genes in species of the \textit{D. melanogaster} species subgroup. The chromosomal arrangement of the genes is shown on top, and the transcriptional units are shown below, with boxes representing protein-encoding regions and lines representing introns and untranslated regions. There is an overlap between the 3' end of the \textit{janA} transcript and the 5' end of the \textit{janB} transcript.

Figure 2. Gene tree of \textit{janA}, \textit{janB}, and \textit{ocn} sequences based on protein-encoding sequences. Open triangles represent eight species of the \textit{D. melanogaster} species subgroup. The \textit{C. elegans} 90861 protein sequence was used to root the tree. The two gene duplication events are indicated along the branches on which they were inferred to occur.
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5' UTR. Conserved control elements are also found in the ocn 5' UTR, suggesting that it is under similar post-transcriptional regulation. In contrast, janA produces two alternatively-spliced transcripts, one that is specific to testes and another that is found in various tissues and in both sexes. The two janA transcripts differ in their 5' UTRs and their translation begins at different start codons, with initiation of the sperm-specific polypeptide occurring 48 bp downstream of the general initiation site. As janA appears to be the most ancestral in sequence, the general expression pattern observed for janA is likely the ancestral state, with specialization to the testis-specific expression of janB and ocn occurring after duplication.

Additional support for the functional divergence of the janA, janB, and ocn genes comes from an analysis of Ka/Ks ratios of the three genes within the D. melanogaster species subgroup. If the three genes have diverged in function, then they are expected to differ in their selective constraints and potentially in their Ka/Ks ratios. To test this hypothesis, two evolutionary models were compared using a maximum likelihood approach. The null model (no functional divergence) predicts that the three genes should not differ significantly from each other in their level of selective constraint, and so similar Ka/Ks ratios are expected for all three genes over all branches of the phylogenetic tree. The alternative model predicts that following duplication each gene was subject to unique selective constraints and thus the three genes should differ in their Ka/Ks ratios. For this model, three distinct Ka/Ks ratios are expected, one each for janA, janB, and ocn. Maximum likelihood analysis indicates that the observed data are much more likely under the alternative model than under the null model. Thus, there is strong evidence for functional and selective divergence of the three genes following duplication.

The Ka/Ks ratios for janA, janB, and ocn are all well below one, so there is no evidence for positive selection from the interspecific data using this strict criterion. However, all three genes have significantly higher Ka/Ks ratios than other genes (all encoding metabolic enzymes) that have been sequenced in species of the D. melanogaster species subgroup. This observation is consistent with a general pattern of increased evolutionary rate in Drosophila genes with a sex-related function. This increased rate of molecular evolution could have two very different explanations. One possibility is that positive selection has favored an increased fraction of amino acid replacements in reproductive genes relative to genes with other functions. This may be the result of selection on reproductive traits such as male fertility or sperm competition. The other possibility is that selective constraints are relaxed in reproductive genes, and that these genes accept more neutral amino acid changes than nonreproductive genes. Except in rare cases where the Ka/Ka ratio is significantly greater than one, such as in the accessory protein gene Acp26Aa, it is generally not possible to distinguish between these two explanations solely through interspecific comparison of protein-encoding sequences. Additional helpful information may be gained from intraspecific studies, i.e. from analysis of DNA sequence polymorphism.

DNA Sequence Polymorphism in the janus-ocnus Region of D. simulans

The pattern of intraspecific DNA sequence polymorphism in the jan-ocn region of D. simulans provides evidence for the recent action of positive selection in this region of the genome. A graphical representation of the polymorphic nucleotide sites in the janA, janB, and ocn genes of 36 D. simulans chromosomes sampled from a worldwide distribution is shown in (Fig. 3). In this figure, each vertical column represents a segregating site and each horizontal row represents a different chromosome. At each site, the derived variant (inferred from the D. melanogaster outgroup sequence) is shown in black. The unusual arrangement of variation in this sample is immediately apparent. Many alleles are identical or nearly identical in their DNA sequence, while a few are quite different. This pattern is strongest over the region containing the 3' end of janA and the entire janB gene. Here there are 16 chromosomes that are identical
Figure 3. Graphical representation of nucleotide polymorphism in the D. simulans janA, janB, ocn genes from a worldwide sample of 36 chromosomes. Each column represents a polymorphic site, and each row represents a different chromosome. The derived variant at each site (inferred from the D. melanogaster sequence) is shown in black, and the ancestral in white.
in their combination of variants at segregating sites (haplotype), and 9 more chromosomes that differ at only a single site. We refer to this group of 25 chromosomes as haplotype group 1 and the remaining chromosomes as haplotype group 2. Polymorphism within haplotype group 2 is in the range typically observed in *D. simulans*, while haplotype group 1 shows a marked reduction in diversity. This observation, along with genealogical reconstruction of the alleles, suggests that haplotype group 2 represents a diverse collection of ancestral alleles and that haplotype group 1 represents a collection of more recently derived alleles. Within haplotype group 1 there is evidence for two distinct recombination events occurring on either side of *janB*. Over the first 31 segregating sites in *janA* there are five alleles that are identical to each other, but differ from the other haplotype group 1 alleles at seven sites (Fig. 3). Similarly, there are seven *ocn* alleles that are identical to each other, but differ from the other haplotype group 1 alleles at 12 sites (Fig. 3). In both cases, the differing alleles contain many ancestral variants, indicating recombination between an allele of haplotype group 1 and an allele of haplotype group 2.

A number of statistical tests reject the neutral evolution model for the *jan-ocn* polymorphism data (Fig. 4). For example, two haplotype tests indicate that the structure of variation observed in each of the three genes differs significantly from the neutral expectation. This is due to the large number of haplotype group 1 alleles that contain very little polymorphism. The deviation is strongest for *janA* and *janB* (Fig. 4). The *janB* gene departs significantly from neutrality by several additional statistical tests, including those of Tajima*17* and Fu and Li*20*. This indicates an excess of low frequency variants and is caused primarily by the large number of singleton polymorphisms occurring within haplotype group 2. *janB* also produces a significant result for the MK test*25*. *D. simulans* and *D. melanogaster* differ at 11 synonymous sites and seven nonsynonymous sites at *janB*. Within *D. simulans*, there are 11 synonymous polymorphisms and zero nonsynonymous polymorphisms. Thus the deviation is in the direction of an excess of interspecific nonsynonymous fixations. Given that at present the amino acid sequence of *janB* in *D. simulans* appears to be under strong purifying selection, this observation suggests either relaxed selective constraint or positive selection for amino acid replacement in *janB* soon after the *D. simulans/D. melanogaster* split. For *janA*, *janB*, and *ocn* combined, there are 22 synonymous differences and 12 nonsynonymous differences between species. Within *D. simulans* there are 36 synonymous polymorphisms and one nonsynonymous polymorphism. This is a highly significant departure from the neutral expectation, which suggests that positive
Distinguishing between Demographics and Selection

The age of a recently derived haplotype group can be estimated based on the D. melanogaster/D. simulans divergence and on the number of mutations observed within D. simulans. For the janB sample, where two mutations are observed within 25 alleles, the age of haplotype group 1 is estimated to be 5000 years (95% confidence interval, 1000 - 15000 years). This indicates a rapid increase in the frequency of haplotype group 1 alleles, which currently represent 70% of a worldwide sample. Such a rapid increase in allele frequency may be the result of positive selection, but could also be explained by population demographics. For example, a recent founder event followed by rapid population expansion could also explain the observed haplotype structure. The key to distinguishing between these two possibilities is the pattern of variation at other loci on the same chromosome. Demographic factors should affect the entire chromosome in the same way, while selection should affect only particular regions of the chromosome. A survey of 19 other loci located on chromosome 3R indicates that the pattern observed in the janA-ecn region is highly unusual. None of the other 19 loci shows a significant departure from neutrality by the tests described above. In addition, a survey of polymorphism in the rp49 gene, which lies 7 kb proximal to janA on chromosome 3, revealed a low polymorphism haplotype group present at nearly equal frequency in D. simulans populations from both Europe and Africa. Equal frequencies of alleles in two different populations, one presumably ancestral (Africa) and one derived (Europe), is unlikely if allele frequency is the result of founder effects.

Can the pattern of variation in the janA-ecn region be explained by a selective sweep? Some features of the data are inconsistent with alternative explanations. First, the level of polymorphism is reduced in this region relative to other loci on the same chromosome. This reduction cannot be explained by a low mutation rate or unusually high selective constraint in this region of the genome, because there is no corresponding decrease in interspecific divergence in the janA-ecn region. The reduced polymorphism is also unlikely to be explained by background selection, because this region of the genome does not appear to have an unusually low recombination rate. Beyond the haplotype structure, another aspect of the data that is consistent with the selective sweep model is the high frequency of derived variants, which is a unique feature of genetic hitchhiking. Although an original sample of eight D. simulans alleles showed a significant excess of derived variants by Fay and Wu’s test, the test result is not significant when applied to the larger sample of 36 alleles. This is due to the large number of low-frequency, derived variants within haplotype group 2 counteracting the high-frequency, derived variants within haplotype group 1. However, the maximum likelihood-based hitchhiking test of Kim and Stephan produces a highly significant result when applied to the complete janA-ecn dataset (Y. Kim, personal communication), supporting the hypothesis of a recent selective sweep in this region of the genome.

A complete selective sweep is expected to eliminate variation and to drive derived variants to high frequency or fixation; however it is not expected to produce two divergent haplotype groups like those observed in the janA-ecn region. The observed pattern can only be explained if the sweep is incomplete. A diagram of the selective sweep model is shown in Figure 5. In this figure, a sample of 10 chromosomes is shown at three different time-points during the course of a selective sweep. The solid rectangles represent derived, neutral variants. In the first panel, these variants show an arrangement expected under neutrality. They are in low frequency and are randomly distributed among chromosomes. A new, positively-selected mutation is represented by an open rectangle. As this new variant increases in frequency in the population, linked neutral variants also increase in frequency (panel 2). As this process continues, the
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selected variant and the linked neutral variants reach a high frequency as a single haplotype (panel 3). If this haplotype does not become fixed in the population, then some ancestral alleles may still remain present. These ancestral alleles should differ from the common haplotype at a number of sites and also differ among themselves at a level expected for a group of neutrally-evolving alleles. This pattern of variation is exactly what is observed for the janA-ocn region. A common haplotype group with little polymorphism and many derived variants is at high frequency, while an ancestral haplotype group with much greater variation is at lower frequency. Thus the observed data may best be explained by a selective sweep that has not gone to completion.

Why is the selective sweep incomplete? It is possible that the sweep is ongoing and that haplotype group 1 alleles will eventually become fixed in the population. This explanation seems unlikely, as the fixation of a strongly selected variant is expected to occur quite rapidly, making the observation of a population in mid-sweep hardly probable. Another possibility is that the sweep is incomplete due to population subdivision within D. simulans. For example, haplotype group 2 alleles appear to be more frequent in African populations, which are thought to be ancestral. It is possible that there is little migration of derived alleles into the ancestral populations, thus haplotype group 1 alleles do not become fixed in these populations. The problem with this explanation is that alleles from the two haplotype groups cooccur in a number of worldwide populations. Thus a population subdivision model would require a very high, nonsymmetric migration of ancestral alleles from African populations to the rest of the world for them to be present at detectable frequency. Another possibility is that there is some form of balancing selection, such as frequency dependent selection, that prevents alleles of haplotype group 1 from going to fixation. The very low level of polymorphism observed within haplotype group 1 is inconsistent with this being an old, balanced polymorphism. It indicates that if balancing selection is involved, one of the two balanced alleles must be very young and have recently been swept to its equilibrium frequency. A final possibility is that there are multiple positively-selected variants at different sites in the two haplotype groups, and fixation of a

Figure 5. The genetic hitchhiking/selective sweep model. Each panel shows a sample of 10 chromosomes from a population taken at different time points. The solid boxes represent derived, neutral variants. The open boxes represent a new, positively-selected variant. As the selected variant increases in frequency, linked neutral polymorphisms “hitchhike” along. The result is a decrease in polymorphism and an increase in the frequency of derived variants. If the sweep is incomplete, two divergent haplotype groups may be present in the population.
single haplotype is delayed until a recombination event brings them together on the same chromosome. This scenario, known as the traffic model, will produce a pattern of nucleotide variation similar to that seen for balancing selection until recombination brings the favored variants onto a single chromosome. The high density of genes in this region of the genome, along with the general excess of interspecific amino acid replacements in the genes in the region, indicates that there is a high potential for “molecular traffic,” which could result in the observed haplotype structure.

**Identifying Specific Targets of Positive Selection**

Identification of the particular nucleotide sites that are the target of positive selection will require a combination of population genetic and functional studies. From the intraspecific polymorphism data, the most likely location of the selected site can be inferred to be within the 3’ end of *janA* or within *janB*. This region is implicated because the newly-derived haplotype is at highest frequency within this region and because there is evidence for recombination with ancestral alleles on either side (Fig. 3). If the sweep is incomplete, then the selected variant should still be segregating in the population and should be associated with haplotype group 1 alleles. This narrows the list of candidates to just a few segregating sites. Because all of the polymorphisms in this window are at synonymous or noncoding sites, any phenotypic effect must occur at the level of gene expression. Comparison of expression of genes in this region between alleles of haplotype groups 1 and 2 is therefore the first step in the attempt to elucidate phenotypic differences that may underlie genetic variation in this region. Ultimate proof of a selectively favored genetic variant requires fitness assessment of different genotypes in a controlled genetic background. However, it may be difficult to demonstrate experimentally a clear relationship between genotype and fitness in this and many other instances of putative positive selection. Among the predictable complications are the possibility that balancing selection or molecular traffic may have affected the observed haplotype pattern, the prevalence of male-female interactions affecting genes with reproductive functions, and the likelihood that selective forces operating in nature may be diminished in laboratory conditions. Hence it is gratifying and reassuring to note that statistical analysis of inter- and intraspecific DNA sequence data may have the power to detect past and ongoing natural selection in many cases where direct experimental demonstration of fitness differences is technically complicated or even impossible.
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CHAPTER 2

Rapid Evolution of Sex-Related Genes: Sexual Conflict or Sex-Specific Adaptations?

Alberto Civetta and Rama S. Singh

Abstract

A number of recent studies have suggested that the rapid evolution of genes involved in sexual reproduction is driven by conflict between the sexes. Such genes include the ones that have a role in mating behavior, postmating gamete interactions, and fertilization (i.e., sex-related genes). However, in many cases an alternative scenario with males coadapting to female-driven changes appears as an equally likely one. Studies on the molecular evolution of sex-related genes have mainly focused on males, with few exceptions. We suggest that the combined analysis of intraspecific polymorphism and interspecies divergence will allow to make predictions on whether sex-related genes evolution is driven by conflict or coadaptation between the sexes. Such approach, made possible by rapid accumulation of DNA sequence information, will benefit from studies designed to identify male and female gene products that interact with each other during mate signaling, fertilization, and postzygotic development.

Introduction

Sexual selection captures our attention due to its effect on sexual dimorphism, evolution of exaggerated and often maladaptive traits, and its implication for the relationship between sexual conflict and fitness. The concept of sexual selection has been extended from its original meaning, which implied the evolution of secondary sexual traits that confer a mating advantage by making males better competitors against other males or more attractive to females. The extension of the concept includes not only the divergent and rapid evolution of the morphology of primary genitalia and clasping traits directly involved in mating,1 but also that of sperm morphology2-4 and of seminal proteins transferred in the ejaculate.5-9 The extension comes simply from the understanding that male-to-male competition (sperm competition10) and/or female choice (cryptic choice11) are still possible even after copulation is over.

In its original form, sexual selection refers to a process leading to the development of extreme male secondary sexual traits despite of their potentially detrimental effect on survival. While natural selection draws our attention to differences in viability, sexual selection focuses on differences in mating success. It is usually entertained that males increase their overall fitness at the expense of survival by increasing their chances to be chosen for mating. Females increase their fitness in an indirect way by choosing males that will provide them with successful male progeny (thus propagating the female's genes). The result is a constant selection of males with the appropriate signals until the male traits become so elaborate or so extreme that...
the balance between survival and reproductive advantage is upset by the high cost of the trait. Although fitness is presented in terms of separate (male or female) sexes, the end result is an overall increase in fitness at the population level.

However, a side consequence of thinking in terms of distinct sexes is a tendency to appraise fitness of males and females separately. When such dissociation is made, female’s fitness is usually considered in terms of her overall reproductive advantage rather than in terms of her viability. In recent years, the idea that the viability aspect of female’s fitness could be impaired by the evolution of male traits that increase his mating success has gained support. The result is the concept of conflict, or arm races, between the sexes—a constant struggle in which male traits evolve to extremes to secure mating at the expense of being detrimental to their partners.

While it has become customary to calculate fitness for each sex separately, it is obvious that the population fitness depends on the interaction and coadaptation of both sexes. Separate sexes cannot maximize their fitness indefinitely, and not all reproductive traits are subject to sexual conflict. Sex-specific signals to the members of the conspecific opposite sex, complementarity of genitalic structures, and egg-sperm interactions are just a few examples of traits that would be subject to coadaptation rather than to conflict. Clasping structures, mating frequency, and sperm competition are the obvious examples of conflict traits. However, in many cases it is not clear whether the trait is likely to have evolved under male-female coadaptation or sexual conflict scenario. We propose that such cases could be resolved by analysis of the dynamics of genetic polymorphism and divergence for candidate genes under the contrasting scenarios of sexual conflict vs. sexual coadaptation.

Are Males Conflicting with Females or Coadapting to Them?

The use of the “conflict” or “war” term is not restricted to the field of sexual selection and evolution. It is a widespread and attractive term that is widely applied to political, sociological, and health related issues (the war against cancer, the war on drugs, etc).

There are clear examples of the harm potentially inflicted by males to females during courtship and mating. At the mating level, it is usually forgotten that such harm is not necessarily beneficial to the male. For example, it has been recently shown that even though sexual selection may favor male bowerbirds that display intensively and therefore appear more attractive, a tradeoff is in place because excessive intensity is perceived as aggressive behavior threatening to females; such potentially harmful performance leads to an end of courtship. This is a very important idea in terms of the potential effect of conflict between the sexes because during courtship behaviors should favor communication that will benefit both sexes. In a situation where males were allowed to overcome male-females tradeoffs in terms of access to mating, males with higher sexual activity (access to females) showed a diminished antibacterial immune reaction, suggesting a cost of male sexual activity that is irrelevant to the female’s response.

In a recent paper, Arnqvist and Rowe demonstrated a constant coadaptation between the sexes in water striders, with deviations from such male-female coadaptations leading to rapid evolution. In the species analyzed, males have evolved clasping genitalia to grasp females, and females have evolved counteradaptations to resist grasping, suggesting an arm-race between the sexes. However, it is not usually easy to establish whether male-female coevolution results as a consequence of conflict or of mutual benefit between the sexes. In species where there is male-to-male competition, developing of traits that facilitate access to females or improve sperm competitiveness may have side effects deleterious to females. Such pattern of sexual conflict has been proposed to promote speciation, because polyandrous species show a higher speciation rate. Another possible explanation of high speciation rate is coadaptation leading to fine-tuning of male and female reproductive systems, as seems to be the case for beetles where sperm of males from the same population as females outcompetes sperm of male from an allopatric population.
Among *Drosophila* species, the evolution of long sperm is correlated with longer sperm storage organs in females. Experiments with selection for divergent sperm length or size of female sperm storage organs in *D. melanogaster* revealed that male-female coadaptation is responsible for such correlations. *Drosophila* females’ lifespan is affected due to male seminal fluids transferred in the ejaculate, with the effect being more drastic when the male is a strong sperm competitor. An interesting observation is that despite the cost of mating, mated females live longer than virgins. Similar results have been shown for the Mediterranean fruit fly *Ceratitis capitata* where virgin females experience lower mortality than mated females only during the first 20 days after eclosion. It appears that there is a compensation to the cost on viability that females have to pay shortly after mating, as mated females live longer than virgins.

Sexual conflict has been implicated in rapid evolution of genes with a role in fertilization, but obviously it does not represent a single driving force behind the phenomenon. In other words, rapid evolution of a gene involved in fertilization does not necessarily imply a sexual conflict. In this chapter, we first examine what we have learned from studies on rapid molecular evolution of immune system genes, where there is a clear arm-race between the infective agent and the infected organism. We then explore the pattern of rapid molecular evolution of genes with a role in mate recognition, sperm competition and/or fertilization (i.e., sex-related genes). Finally, we make predictions of what would be commonly observed for genes rapidly evolving under conflict versus those simply involved in a rapid coadaptation between males and females.

**Conflict Scenarios: Balancing Selection in Rapidly Evolving Immune System Genes**

One of the best-understood examples of adaptive evolution is that of the Major Histocompatibility Complex (MHC) in vertebrates. MHC proteins are expressed on the cell surface where they present small peptides to cytotoxic T lymphocytes or helper T cells. The efficiency of the immune response to battle a wide variety of infections depends on the ability of the MHC system to present a wide variety of peptides that can be recognized as foreign. The resolution of the molecular structure of MHC molecules was crucial for understanding of the role played by selection in the evolution of these proteins. The peptide binding region of MHC molecules became a logical target for the prediction of an elevated polymorphism that will allow a wide variety of alleles capable of recognizing and presenting multiple antigens. Indeed, the peptide binding region has the highest proportion of nonsynonymous to synonymous polymorphic sites within the protein, indicative of balancing selection. The level of polymorphism at peptide binding regions apparently depends on the level of variability of the peptides that it binds. Therefore, parasites represent the major selective force that drives evolution of the protein-binding region of MHC molecules.

On the other side of the barricades, there are parasites that try to escape recognition by the immune system. For example, in *Plasmodium falciparum*, an unusually high proportion of nonsynonymous substitutions was found in the region of the circumsporozoite protein (CSP) which provides the peptides recognized by the MHC molecules. An additional intriguing twist to the arm-race scenario in the case of malaria is introduced by cross-reactivity between the epitopes of *Plasmodium falciparum* and the cytotoxic T-lymphocytes (CTL) epitopes, which results in selective pressure on human leukocyte proteins. During HIV infection, the host antibody response can act as a strong selective agent targeting surface proteins of the virus. Sequence analyses of a series of hypervariable regions in these proteins suggest that amino acid polymorphisms are favored by positive selection, but that different lineages of the virus show different responses depending on the nature of the host environment. Again, an arm-race between infectious agents and the host leads to the rapid accumulation of polymorphisms that can help escape recognition by the host immune system.
Other recognition systems, such as self-incompatibility genes in plants, and pheromone-receptor recognition in fungi, also show evidence for balancing selection by preservation of multiple alleles. The common pattern is high polymorphism within species combined with rapid divergence between species.

External Fertilization: How Are Marine Invertebrate Sperm Surface Proteins Different from Immune System Genes?

In sea urchins, the sperm surface protein bindin mediates binding to the egg. The protein is not only highly divergent between species but also highly polymorphic within species. The high polymorphism within species could suggest a situation of sexual conflict with male bindin proteins being in a state of male-to-male competition for the eggs. In a sexual conflict scenario where males control the results of fertilization, the bindin proteins for which females have not yet coevolved proper defense would be more successful. However, Palumbi showed that sea urchins could be grouped into different clades according to the sequence of their bindin alleles, and that males are more efficient at fertilizing eggs of the same genotype, suggesting female cryptic choice scenario as opposed to sexual conflict. Male-to-female coadaptation within the population, where different bindin alleles work better with akin partners, apparently have maintained high polymorphism and the system seems to be female driven.

In another marine invertebrate, abalone, both the sperm surface protein (lysin) and its receptor on the egg (VERL) have been identified. Swanson and Vacquier have shown that the lysin-binding motif of VERL is a large glycoprotein with 22 tandem repeats which shows rapid divergence, but no sign of positive selection. They demonstrated that concerted evolution of the VERL repeats leads to species-specific phylogenetic grouping, and proposed that redundancy of its tandem repeat structure reduces selective pressures on the receptor. The spread of accumulated mutations within VERL by unequal crossing-over and gene conversion imposes new selective pressures on lysin, so that species-specific fertilization evolves as a consequence of males having to adapt to a rapidly neutrally evolving sperm receptor on the egg surface.

The examples coming from studies on marine invertebrates with an external fertilization system show a situation in which female sperm receptors are not only essential for proper fertilization, but also are the source of selective pressure on male sperm proteins that are constantly adapting to the female-driven changes. The marine invertebrate system clearly shows the need for a proper understanding of who are the key players in sperm-egg interactions during fertilization, before we can make predictions as to whether rapid evolution of male reproductive proteins driven by positive selection is a consequence of sexual conflict or of male-to-female coadaptation.

Internal Fertilization: Lessons from Drosophila

Drosophila males produce secretions in a pair of accessory glands (called also paragonia) and transfer these secretions in their ejaculate. The paragonia represent a component of the male’s internal genitalia. The potential effect of accessory gland proteins on the female physiology and behavior has been suggested in different experimental settings. Accessory gland proteins transferred during copulation have been found to be responsible for triggering a series of postcopulatory female responses, such as increased ovulation and delayed remating.

Several studies also suggested that accessory gland secretions are capable of affecting female’s longevity after mating. When Drosophila males lacking the accessory gland secretions are compared to intact males, only the males that transfer accessory gland secretions during copulation are able to reduce average longevity of female. The specific factors that are responsible for this effect remain elusive. However, the most likely candidate is Acp62F, an accessory gland protein capable of entering the haemolymph of females after mating, and the only accessory gland product proven to be toxic to females and males when ectopically expressed.
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Why would males transfer protein(s) that inflict a damage to females by reducing their viability? One likely possibility is that the transfer of such proteins provides a benefit in terms of male reproductive ability. We know that there is a significant and negative correlation between sperm competitiveness and female viability shortly after mating, and it appears that mating provides a long-term survival advantage for females. An antagonistic arm race between the sexes may start as a consequence of a male toxicity, with females evolving responses to escape the harmful effect of male’s ejaculate and with males readjusting to the new female environment. Specific mechanisms on the female side could include a rapid evolution of female receptors to escape effects of the male proteins or, perhaps, developing of female reproductive gland secretions that can neutralize the male’s accessory gland secretions. A likely scenario is the one in which males have evolved mechanisms that harm females after mating, because it provides an immediate advantage in terms of male-to-male competition. Such situation is tolerated, because females acquired a mating-induced long-term survival advantage. Therefore, the connection between competitiveness of male sperm and cost of mating in terms of female longevity seems to be more complex than a simple toxic effect inflicted by seminal fluids.

Arm-Race vs. Sex-Specific Coadaptation: Test of Hypotheses

Female Response: Are There Female Counterparts for Male Proteins?

Very little is known about the pattern of molecular evolution of female reproductive proteins. Civetta and Singh showed that proteins expressed in Drosophila ovary tissue are as highly divergent between species as are male reproductive proteins. More recently, it has been shown that zona pellucida proteins in mammalian eggs display signs of rapid divergence shaped by positive selection.

How helpful is the information on the evolutionary patterns of female reproductive tissue proteins in deciding between the conflict versus the coadaptation scenarios? While the conflict scenario is male driven, the lack of conflict implies that females are choosing and males are coadapting to the new requirements introduced by females. It is possible to test conflict vs. coadaptation by examining the combined pattern of molecular evolution of male and female proteins that interact at various stages of gamete recognition and fertilization. Under the coadaptation hypothesis, the expectation is that female proteins will show a higher proportion of differences between populations than the male counterparts, at least in early stages of differentiation between populations. However, the pattern might not hold in a case where the female component (e.g., sperm receptor, reproductive gland proteins) is duplicated and therefore there is no one-to-one relationship between the male and the female counterparts, as in the case of the lysin/VERL system.

A conflict scenario will predict males driving divergence between populations and therefore male proteins having higher levels of polymorphism. A major limitation to the test is the lack of identified female reproductive proteins that interact with well-characterized male counterparts such as the accessory gland proteins in Drosophila. A general picture of the situation in Drosophila can be inferred from our study on protein divergence between pairs of species from the virilis group. This is an interesting group, since it offers pairs of species with different levels of postmating prezygotic isolation, from the pairs capable of producing viable and fertile offspring to the pairs producing no viable/fertile progeny. Comparisons between species belonging to the virilis phylad, where flies are capable of interspecific hybridization yielding fertile progeny, show that the level of protein divergence found in ovaries is higher than that in testes for some species pairs. This observation suggests that females are driving the direction of evolution of male traits, implying the coadaptation scenario. However, larger samples and a more detailed analysis of reproductive isolation in the virilis group species are needed for a convincing claim.
Another more recent study in mammals analyzed the pattern of molecular evolution of three zona pellucida proteins that are either known or suspected to play a key role during sperm recognition and binding. All three proteins showed signs of positive selection, and specific residues that may be involved in species-specific gamete interactions were identified. However, to formally test whether such pattern of positive selection is male (conflict) or female (cryptic choice) driven, we need a simultaneous analysis of the pattern of evolution of the interacting sperm proteins, including the amount and pattern of divergence and phylogenetic clustering of male and female alleles (Fig. 1).

**Male Reproductive Proteins: Patterns of Polymorphism and Divergence**

Given the current scarcity of data on molecular evolution of female reproductive genes, assumptions on the mode of evolution of sex-related genes are often based on analysis of just the male reproductive genes. While this approach lacks the meticulousness of the aforementioned simultaneous analysis of the male and female counterparts, it is valid for discriminating between the two possible rationales for the rapid divergence of reproductive genes, i.e., between the conflict and the coadaptation scenarios. If conflict between the sexes is in place, the expectation for the patterns of molecular evolution should be similar to that of a parasite-host situation, where the alleles of female genes which confer resistance to male harmful proteins are beneficial. We expect that such balancing selection would promote an elevated proportion of replacement polymorphisms and would result in coexistence of multiple ancient alleles (Fig. 1). The effect of selection could be localized at specific sites or regions within the genes, or could be more widespread as a consequence of a hitchhiking effect (selective sweep). The strength of the sweep depends on the level of intragenic recombination. The expectation in terms of the molecular evolutionary pattern between species depends on the intensity of selection, but it is...
possible that we might see polymorphic sites shared between species, as well as fixed differences.

An alternative scenario is the one of sex-specific coadaptation, where male and female genes involved in reproduction are under purifying selection within species, showing low polymorphism (in particular, nonsynonymous polymorphism). In regions of low recombination, the removal of deleterious mutant alleles will strongly reduce polymorphism according to the background selection model. If adaptive selective pressures in different species differentially fix nonsynonymous variants in these genes, an elevated proportion of nonsynonymous substitutions is expected between species. Such situation is anticipated if adaptive differentiation at sex-related genes is driving speciation. The prediction is therefore one of low polymorphism, in particular nonsynonymous polymorphism, within species but elevated proportion of nonsynonymous changes between species (Fig. 1).

Conclusion

We expect natural selection to optimize sex-related traits with respect to their effects on reproduction and fitness. However, sexual inequality created by differences in allocation of resources, and competition within or between the sexes, can lead to evolution of exaggerated and often maladaptive traits. The concept of sexual selection has been extended to include both pre copulation and post-copulation interactions between males and females or between their gametes, respectively. The traits covered under this broad definition of sexual selection encompass those that have evolved by sexual coadaptation as well as by sexual conflict. In this chapter we compared the evolutionary dynamics of the genes involved in pathogen/host interactions and of the sexual reproduction genes, and made predictions on the patterns of genetic polymorphism and divergence for genes experiencing sexual coadaptation vs. sexual conflict. The predictions provide a tool to deduce reasons for the rapid evolution of individual sex-related genes. This approach will utilize rapidly accumulating whole-genome DNA sequence data, thus providing a wealth of information on the evolutionary dynamics of sex-related genes.
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CHAPTER 3

Selective Sweep in the Evolution of a New Sperm-Specific Gene in \textit{Drosophila}

Rob J. Kulathinal, Stanley A. Sawyer, Carlos D. Bustamante, Dmitry Nurminsky, Rita Ponce, José M. Ranz and Daniel L. Hartl

Abstract

The \textit{Sdic} gene cluster at the base of the X-chromosome is unique to the lineage of \textit{Drosophila melanogaster}. The repeating unit in the cluster was formed from a duplication and fusion of the genes, \textit{AnnX} and \textit{Cdic}, which juxtaposed the 3' untranslated region of \textit{AnnX} to the third intron of \textit{Cdic}. \textit{AnnX} encodes Annexin 10 and \textit{Cdic} encodes a cytoplasmic dynein intermediate chain. The 3' untranslated region of \textit{AnnX} contains two promoter elements, including a testis-specific element, and \textit{Cdic} intron 3 contains a third promoter element; together these elements result in testis-specific transcription of \textit{Sdic}. The \textit{Sdic} protein features a novel amino terminus derived in part from \textit{Cdic} intron 3 which contains motifs similar to those in axonemal dyneins. It has been demonstrated that the \textit{Sdic} protein becomes incorporated into the tails of mature sperm. The evolution of the \textit{Sdic} cluster required several deletions, at least one insertion, at least eleven nucleotide substitutions, and an estimated ten-fold tandem duplication, all of which took place in the 1–3 million years since the divergence of \textit{D. melanogaster} from \textit{D. simulans}. Evidence for the ongoing evolution of \textit{Sdic} including a recent selective sweep is found in the low levels of polymorphism across neighboring genes in the region, a large number of fixed amino acid replacements relative to fixed synonymous nucleotide substitutions, and a frequency spectrum of polymorphic nucleotides skewed toward rare variants. The analysis of polymorphism and divergence in the \textit{Sdic} region, however, is complicated by the possible effects of background selection caused by deleterious new mutations, owing to the reduced amount of recombination in the region associated with its proximity to centromeric heterochromatin. We present the rapid evolution of this novel gene as a fascinating example of male-driven evolution incurred by recurrent selective sweeps.

Introduction

Recent analyses of amino acid polymorphisms within species and differences between species of \textit{Drosophila} have provided evidence that amino acid replacements are frequently driven by positive selection.\textsuperscript{13,21,51} In all three analyses, the principal conclusion rests primarily on the observation that the ratio of amino acid replacements to synonymous nucleotide substitutions between species is greater than the ratio of amino acid polymorphisms to synonymous nucleotide polymorphisms within species.\textsuperscript{33,48} From their analysis of polymorphism and divergence in \textit{D. simulans} and \textit{D. yakuba},\textsuperscript{51} Smith and Eyre-Walker (2002) deduce that about 45% of the

amino acid replacements between these species have been driven by positive selection. Their data suggest that these species have undergone one amino acid replacement every 20 years (~200 generations), or about 600,000 substitutions altogether, of which 270,000 were driven by selection. Fay et al. have carried out a similar analysis of data from 45 genes in *D. melanogaster* and *D. simulans* and have come to a somewhat different conclusion. Although they also noted strong evidence for positive selection in the data as a whole, they attributed most of the positive selection to 11 genes (*Acp26Aa*, *Acp29Ab*, *anon1A3*, *anon1E9*, *anon1G5*, *ci*, *est-6*, *Ref2P*, *Rel*, *tra* and *Zw*) and regarded the remaining 34 genes as evolving essentially neutrally with respect to amino acid replacements.

Bustamante et al. have carried out a hierarchical Bayesian analysis of polymorphism and divergence data, using a set of 34 genes in *D. melanogaster* and *D. simulans*, partly overlapping the set of genes analyzed by Fay and colleagues. We found the Bayesian approach appealing because the data are analyzed in the aggregate to estimate the average selection coefficient of each gene individually, and each estimate has an accompanying 95% credible interval, which is the Bayesian analog of the 95% confidence interval. The credible intervals emerge naturally because the Bayesian analysis is implemented by a Markov chain Monte Carlo stochastic process whose stationary distribution coincides with the posterior distribution of the parameters conditional on the data (Gilks et al., 1996).

The Bayesian analysis on the *Drosophila* data yields average scaled selection coefficients, $N_s$, ranging from -1.12 to +4.12, where $N_s$ is the haploid effective population size and $s$ is the conventional selection coefficient. Among the 34 estimates, 32 are positive, again suggesting an important role for positive selection. Included among the most strongly positively selected genes, whose 95% credible interval does not overlap zero, are *Acp26Aa*, *Acp29Ab*, *anon1A3*, *anon1E9*, *ci* and *Zw*, which are found on the list of eleven rapidly evolving genes to which Fay et al. attribute most of the positive selection. Three genes in their list (*anon1G5*, *est-6* and *Ref2P*) are not among the most strongly positively selected genes in the Bayesian analysis, however, but are intermixed among the others. Hence, the Bayesian analysis supports that of Fay et al. but not completely.

The Bayesian analysis also supports that of Smith and Eyre-Walker, but again not completely. Considering the 95% credible intervals across all genes, about 80% of the total span of the credible intervals is positive. This is much larger than the 45% positively selected amino acid replacements estimated in their study. However, 57% of the total span of the credible intervals has $N_s > 1$ and 49% has $N_s > 2$; likewise 65% of the mean values of $N_s$ are greater than one and 38% are greater than two. These proportions of positively selected amino acid replacements can be reconciled with those of Smith and Eyre-Walker if their method identifies amino acid replacements as positively selected provided that $N_s > -2$.

Details of the analyses aside, there seem to be a significant number of amino acid replacements that are driven by positive selection. As judged by the Bayesian analysis, however, the intensity of selection is relatively small. Across all genes, the average value of $N_s$ equals 1.5. This intensity of selection is sufficiently weak that genetically linked neutral polymorphisms would hardly be affected unless the linkage is very tight.

Yet there is also considerable evidence for “selective sweeps” which describes positive selection of a certain magnitude affecting linked neutral variation. Its presence is revealed by nonneutral haplotype frequencies, typically as an excess of rare alleles across a region of the genome or as an excess in the frequency of a single haplotype. Although the interpretation of such observations is potentially complicated by demographic factors such as population subdivision, changes in population size, or founder effects, examples of apparent selective sweeps in *D. melanogaster* include regions containing the genes, *Sod*, *white*, *Suppressor of Hairless* and *Fhp*. In *D. simulans*, they include regions containing the genes, *Pgd*, *runt*, *Zw* and *vermilion* and *ocnus*.
Selective Sweep

In this paper, we summarize evidence for one or more selective sweeps in the region of a newly evolved gene found on the X-chromosome of *D. melanogaster*. The gene, denoted *Sdic*, encodes the intermediate chain for an axonemal dynein; it is expressed specifically in the testes and its novel protein is incorporated into the mature sperm tails. The novel gene is found only in *D. melanogaster* and not in any of its sibling species, including *D. simulans*. We first examine what is known about the origin and genetic structure of *Sdic*, examine the evidence for one or more selective sweeps, describe the results of a hierarchical Bayesian analysis of polymorphism and divergence in the *Sdic* region and briefly discuss *Sdic*’s rapid divergence in the more general context of the faster evolution of male-specific genes. The emphasis in this paper is on the evidence for selective sweeps. Further details about the origin and molecular structure of *Sdic* can be found in reference 45.

**The Origin of *Sdic***

The *Sdic* gene was discovered through an anomalous cDNA sequence recovered in a study of alternative splicing of cytoplasmic dynein intermediate-chain transcripts. Dynein intermediate chains are one component of the multisubunit dynein complex whose function in the cytoplasm is to act as a minus end-directed microtubule motor. In *Drosophila*, the multiple forms of the dynein intermediate chains are created by alternative splicing of the transcript of a single-copy gene, denoted *Cdic*, located in polytene chromosome region 19A near the base of the X-chromosome.

The anomalous intermediate chain cDNA was unusual in that the apparent amino end of the coding sequence was missing two conserved amino-terminal domains necessary for interacting with proteins that help attach the dynein complex to its cytoplasmic targets. Instead, the amino-terminal end of the protein had a novel sequence resembling axonemal dynein intermediate chains. The intermediate chains of the axonemal dyneins are localized at the base of the dynein complex and are thought to bind directly to the A-microtubule. In a genomic clone containing the coding sequence for the anomalous cDNA, the region upstream from the transcription start site was a sequence closely resembling the single-copy gene, *AnnX* (denoted *AnnX*), which encodes one of a large family of proteins that bind to phospholipids in a calcium-dependent manner and appears to have a wide variety of functions. It soon became apparent that, in *D. melanogaster*, both *Cdic* and *AnnX* had been duplicated, and that the anomalous cDNA resulted from a gene fusion that is expressed specifically in the testes and that encodes a putative cytoplasmic dynein intermediate chain that becomes incorporated into the axoneme of the tail of the mature sperm.

In the genome of *D. simulans* and other sibling species of *D. melanogaster*, the orthologs of *Cdic* and *AnnX* are situated in the order, Telomere · · · →*AnnX*→*Cdic*→ · · · Centromere, and transcription of each gene takes place from right to left. In the origin of *Sdic*, it is clear that there was a duplication of the region including *AnnX* and *Cdic*, leading to the structure, Telomere · · · →*AnnX*→*Cdic*→ · · · Centromere. A series of deletions fused the middle two genes in such a way that intron 3 of the *Cdic* gene became juxtaposed with the 3' untranslated region of the *AnnX* gene, which may be represented as Telomere · · · →*AnnX*→[*Cdic*→*AnnX*]→*Cdic*→ · · · Centromere (where again transcription takes place from right to left and the square brackets represent the gene fusion). This [*Cdic*→*AnnX*] fusion was the nascent novel *Sdic* gene, which after additional evolutionary refinement, became tandemly duplicated approximately tenfold, yielding its present situation in the genome as Telomere · · · →*AnnX*→[*Sdic*]→10→*Cdic*→ · · · Centromere.
The Molecular Structure of \( \text{Sdic} \)

The reconstituted portion of the \( \text{Sdic} \) repeating unit (in terms of novel promoter and 5' coding regions) is illustrated in Figure 1, in which the gene is oriented so that transcription takes place from left to right. This means that the centromere of the chromosome is far to the left and the telomere of the chromosome is much farther to the right. In each region of the gene, the numbers of nucleotides are indicated. This appears to be the structure of the \( \text{Sdic} \) gene nearest the 5' end of the cluster (nearest to \( \text{Cdic} \)) but there is some variation in sequence and structure from one repeating unit to the next.45

The promoter region of \( \text{Sdic} \) is formed from a fusion between the exon for the 3' untranslated region of \( \text{AnnX} \) and intron 3 of \( \text{Cdic} \). The new promoter shares two similar domains, the distal conserved element (DCE) and the proximal conserved element (PCE), as defined within the wildtype promoter of \( \text{Cdic} \).36 The similarity appears to be fortuitous, since neither the \( \text{Sdic} \) DCE nor the \( \text{Sdic} \) PCE are derived from the \( \text{Cdic} \) promoter. Indeed, the \( \text{Sdic} \) DCE derived from the \( \text{AnnX} \) 3' UTR matches the \( \text{Cdic} \) promoter DCE in 25 out of 34 base pairs (bp). The \( \text{Sdic} \) PCE is derived from \( \text{Cdic} \) intron 3 but matches the \( \text{Cdic} \) promoter PCE in 16/20 bp. Another important component of the \( \text{Sdic} \) promoter is the testis-specific element or TSE. This sequence matches the TSE of the testis-specific \( \beta\text{Tub85D} \) promoter in 21/27 bp. Yet the \( \text{Sdic} \) TSE appears to derive from the 3' UTR of \( \text{AnnX} \), in which there is a sequence that matches in 22/27 bp. The \( \text{Sdic} \) promoter is sufficient to drive the testis-specific transcription of a construct encoding the \( \text{Sdic} \) protein fused to a green fluorescent protein reporter.37

Although the \( \text{Sdic} \) protein includes the carboxyl end of \( \text{Cdic} \), it is missing 84 amino acids from the amino-terminal end of \( \text{Cdic} \). Instead, the \( \text{Sdic} \) amino-terminus consists of a novel exon that derives largely from \( \text{Cdic} \) intron 3. The \( \text{Sdic} \) amino end includes domains that are similar to those at the amino end of axonemal dyneins.37

As diagrammed in Figure 1, transcription of \( \text{Sdic} \) begins in the PCE. Translation begins 104 nucleotides downstream with an initiation codon that encodes the novel amino end of the \( \text{Sdic} \) protein. An insertion of 10 base pairs creates a novel splice site, which serves as a donor site for splicing with the wildtype 3' splice acceptor of \( \text{Cdic} \) exon 4. The variable exons (v1–v3) present in \( \text{Cdic} \) between exons 4 and 536 are not present in \( \text{Sdic} \) mRNA; exon v1 is removed by RNA splicing, and exons v2 and v3 have been deleted from the \( \text{Sdic} \) genomic sequence. The alternatively spliced exon 5 (which includes exon v4) is spliced in \( \text{Sdic} \) in the longer mode, as found in \( \text{Cdic} \). The structure and splicing patterns of \( \text{Cdic} \) and \( \text{Sdic} \) are similar for exons 5, 6, and 7, although there are some additional differences near the carboxyl end of the protein.

![Figure 1. Molecular structure of a portion of one of the analyzed Sdic repeats showing the three key promoter elements created by the fusion of the 3' UTR of AnnX and intron 3 of Cdic. Part of the novel amino end of the Sdic protein derives from Cdic intron 3 sequences. Sequence length is indicated in base pairs.](image-url)
Reduced Polymorphism in the Region of Sdic

The current molecular structure of Sdic suggests that in the course of the evolution of this multigene family there was an initial duplication of the region including AnnX and Cdic, at least three deletions resulting in the AnnX–Cdic gene fusion, two more insertions or deletions including one that created a novel splice junction, 11 nucleotide substitutions including reversal of a chain-terminating codon, and an estimated tenfold tandem reiteration of the newly fashioned Sdic gene. All of these mutations and gene fixations have occurred in a relatively short time after the divergence of D. melanogaster and D. simulans, and evolutionary refinement may still be taking place.

Recent adaptive evolution of Sdic might be detectable as a selective sweep, which in principle could be detected as a reduction in the level of genetic polymorphisms in the Sdic region and a frequency distribution of genetic variation skewed toward rare alleles. A reduced level of polymorphism in the Sdic region was noted in the original report. In particular, the nucleotide sequences of 1200 bp of Sdic and 985 bp of Cdic from each of nine strains of geographically diverse origin yielded estimates of nucleotide polymorphism (θ) of 1.23E–3 ± 0.83E–3 and 0.78E–3 ± 0.66E–3, respectively, and estimates of nucleotide diversity (π) of 0.89E–3 ± 0.73E–3 and 0.45E–3 ± 0.50E–3, respectively. These are among the lowest estimates of nucleotide variation found in nuclear genes of diverse geographic isolates of Drosophila and are consistent with a relatively recent selective sweep in the Sdic region.

The Issue of Background Selection

Charlesworth and Charlesworth were quick to point out, correctly, that while a showing of reduced polymorphism is necessary to infer a selective sweep, it is not sufficient. They argued that a reduced level of polymorphism in a region of low recombination, such as at the base of the X-chromosome, is also consistent with background selection due to deleterious mutations. Background selection results from the fact that each new deleterious mutation that occurs dooms some genetically linked region of chromosome to eventual extinction. The lower the rate of recombination, the larger the region of chromosome that is affected. The population effect of any new deleterious mutation is thus to reduce by one the number of chromosomes that the affected region of the genome can contribute to remote future generations. If there is absolute linkage, then the whole chromosome is affected; if there is recombination, then a smaller region flanking the mutation is affected. In either case, a sufficient density of harmful mutations will reduce the number of surviving lineages to such an extent that the degree of polymorphism will be smaller than expected, given the actual population size, and the tighter the linkage the greater the disparity.

Nurminsky and colleagues rejoinder was based on the amount of codon usage bias in the region. In Drosophila, highly expressed genes tend to have a biased pattern of codon usage, which apparently results from weak selection that favors more rapid or more accurate translation. Background selection in a region of relatively tight linkage would, owing to the reduction in effective population size, be expected to result in a diminution in codon usage bias in genes across the region. Although the data available at the time showed an extremely sharp increase in codon usage bias as the gene locations proceeded outward from the centromeric heterochromatin of the X-chromosome, the complete genomic sequence of D. melanogaster reveals a less dramatic pattern. Figure 2 shows the codon usage bias of 201 genes at the base of the X-chromosome, oriented with the centromere off to the right, taken from data compiled by Hey and Kliman. Codon usage bias is scaled according to the effective number of codons, ENC, which is a scale in which a smaller effective number of codons corresponds to a greater bias in codon usage. There is gradual, statistically significant (P < 0.01) decrease in codon usage bias as the gene positions become closer to the centromeric heterochromatin (i.e., towards cytological band 20). This pattern is consistent with an increase in background selection closer to the
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However, the level of codon usage bias in the Sdic region (19A) is not markedly different from that of the Zw region (18D). These observations suggest that background selection does have some effect in the Sdic region, but not likely a sufficiently strong effect to reduce the level of polymorphism to that observed for Sdic and Cdic.

Further Evidence for a Selective Sweep

But of course, a general argument based on codon usage bias is indirect and uncertain. A more rigorous analysis was carried out by Nurminsky et al. who studied the level of polymorphism of ten genes at the base of the X-chromosome in a worldwide sample of 15 isofemale lines of D. melanogaster and 7 isofemale lines of D. simulans. The data from D. simulans served for comparison and showed a linear decrease in the level of polymorphism as a function of a gene's proximity to the centric heterochromatin. The data from D. melanogaster revealed a similar trend, but included a statistically significant “dip” in the level of polymorphism in the Sdic region. This pattern is entirely consistent with a selective sweep at or close to the Sdic locus.

A recent selective sweep was also implied by the frequency spectrum of polymorphisms. In D. melanogaster, the frequency spectrum across the base of the X-chromosome was skewed toward rare variants, considering either synonymous polymorphisms only (Wilcoxon signed-rank test P = 0.04) or for synonymous and nonsynonymous polymorphisms combined (Wilcoxon signed-rank test P = 0.01). The corresponding P-values for the data from D. simulans were 0.44 and 0.28, respectively.

More evidence of a selective sweep can be gathered by comparing the Sdic locus to its progenitor sequence, Cdic. Between these two genes’ aligned coding regions, Nurminsky et al found six replacement changes but only two synonymous changes. This higher than average nonsynonymous to synonymous ratio of substitutions suggests that positive Darwinian selection has played a role in the evolution of Sdic although a decrease in selective constraints, particularly after a gene duplication event, can also explain this pattern. Further, a surprisingly

Figure 2. Codon usage bias of genes in the base of the euchromatin of the X-chromosome, oriented with the centromeric heterochromatin off toward the right. The measure of codon bias is the effective number of codons, which scales inversely with codon usage bias. Hence larger values of the ENC are associated with less biased codon usage. Based on data from Hey and Kliman.
complex pattern of deletions in the 3’ exon has been recently found among Sdic copies and in relation to Cdic.  

Bayesian Analysis of Polymorphism and Divergence in the Sdic Region

Results of a hierarchical Bayesian analysis of polymorphism and divergence of genes across the Sdic region is shown in Figure 3, where an estimate of \( N_e S \) for each gene and its 95% credible interval is indicated. Sdic is not included, since the gene cluster does not exist in D. simulans.

To relate the data in Figure 3 to the full analysis of 43 genes in Bustamante et al note that the value of \( N_e S \) for Zw ranks second highest among the full set of 43 genes, and the values of \( N_e S \) for eight of the nine genes in Figure 3 rank in the top 60% of the genes in the full set. Hence, although only two of the genes in Figure 3 (Zw and runt) have significant values of \( N_e S \) by the criterion that their 95% credible intervals do not overlap zero, the generally large values of \( N_e S \), averaging 1.73, seem to reflect the apparent action of positive selection across the region. What is not so clear is the extent to which the apparent level of selection indicates a selection at each locus individually as opposed to the effects of genetic linkage with one or two strongly selected genes in the region. Nevertheless, the analysis of polymorphism and divergence reinforces the conclusion reached from the frequency spectrum of synonymous polymorphisms that there has been at least one positively selected sweep in this region. The genetic linkage across the region complicates the interpretation, because the Bayesian analysis assumes that the genes are independent, but on the other hand, any reduction in \( N_e \) in the region that results from background selection implies that the values of \( s \) are actually greater than the estimated values of \( N_e S \) would imply. In any case, the results in Figure 3 suggest to us that there may well have been more than one selective sweep in the region, perhaps in more than one gene, since a selective sweep can impel to fixation only those amino acid replacements with which the favorable mutation happens to be linked.

Figure 3. Estimates of the scaled average selection coefficient (\( N_e S \)) of amino acid replacements, and the 95% credible intervals, for a sample of genes across the base of the X-chromosome in D. melanogaster and D. simulans, based on the hierarchical Bayesian analysis outlined in Bustamante et al.
One interesting sidelight of the data has to do with the effective population size of *D. simulans* relative to *D. melanogaster*. Analysis of synonymous substitutions suggests that $N_e$ for *D. simulans* is larger than that for *D. melanogaster*. Maximum likelihood estimates of the ratio of the effective population sizes in the Sdic region yield an estimated ratio of 1.486 (95% confidence interval 0.723–2.249) for all *D. melanogaster* populations taken together. However, when the analysis is restricted to *D. melanogaster* lines from Zimbabwe, the estimated ratio of effective sizes is 0.994 (95% confidence interval 0.581–1.407). These are obviously not significantly different, but they do serve to support the inference that worldwide *D. simulans* has an effective population size about 50% greater than that of *D. melanogaster* and additionally, that there is more genetic variation in African, particularly Zimbabwe, populations of *D. melanogaster* than there is in North American populations.

The higher effective population size found among Zimbabwe lines compared to other global *D. melanogaster* lines, as suggested by the Bayesian analysis, supports this population’s distinct, isolated, and presumably stable nature. More importantly, it presents us with another opportunity to test the selective sweep hypothesis in the Sdic region. Once a selective sweep occurs, it takes approximately $N_e$ generations (depending on the strength of selection) for the population to return back to equilibrium. Since the Zimbabwe population has a higher effective population size relative to other more recently diverged *D. melanogaster* populations, deviations from neutrality would be easier to detect. Table 1 shows that although values of the Tajima’s $D$ statistic are not significantly different from zero, all ten loci (located in the Sdic region) with samples solely from Zimbabwe populations of *D. melanogaster*, produce negative Tajima’s $D$ values. This observed skew in frequency towards rare variants was not found in *D. simulans* nor with other *D. melanogaster* populations and, together with the previously reported pattern of low polymorphism, suggests that a recent sweep(s) has taken place in African *D. melanogaster* populations in or around the Sdic locus.

**Rapid Evolution of Male-Specific Genes**

The accumulated set of observations which include the rapid formation of the Sdic gene cluster, the low level of Sdic nucleotide diversity and the frequency distribution of rare Sdic variants, as well as the observed patterns of variation in genes neighboring the Sdic locus—the suppressed levels of genetic variation, the lower than expected decrease in codon bias, the consistently negative Tajima’s $D$ values in African populations, and the slightly positive selection intensities estimated from the data—together provide strong evidence that a selective sweep, or a series of recurrent sweeps, has taken place at the Sdic locus. This inference also fits into the wider context of the faster evolution of male-specific traits, particularly those involved in fertility. As a protein expressed specifically in the sperm tail, Sdic may be positively selected under a variety of sexual selection mechanisms. For example, sperm competition, sexual conflict and sexual coevolution have been demonstrated in *Drosophila* and may be a potent force in the molecular evolution of sperm-specific genes.

Recently, a number of male-specific genes have been identified that, like Sdic, possess a high ratio of replacement to silent fixed substitutions. This pattern of high amino acid divergence in male-specific proteins appears to be a general phenomenon among a wide variety of taxa but is especially evident in *Drosophila*. For example, many of the most rapidly evolving genes, as revealed by two-dimensional electrophoresis of *Drosophila* proteins, are male-specific. Other rapidly evolving male-specific genes or genetic systems in *Drosophila* include segregation distortion, sex ratio in *D. simulans*, *Msa40* and *Stellate*. The rapid evolution of the Sdic gene cluster also represents a remarkable example of gene evolution in statu nascendi. Interestingly, of the few known examples of incipient gene/domain formation among closely related species, many appear to be associated with male reproductive traits, particularly spermatogenesis. For example, the jingwei gene in the *D. teissieri* / *D. yakuba*
lineage has recently evolved and is expressed specifically in the testis. Similarly, Odysseus—although not a newly evolved gene—contains rapidly evolving homeodomains involved in sperm function that have been recently fixed solely in D. mauritiana, a sibling species in the D. melanogaster complex. Hence, it appears that while other genetic systems may possess a higher level of selective constraints, spermatogenesis may be more prone to allow for the coopting of novel genes and function. Consequently, the greater potential for selective sweeps may be an intrinsic property of genes expressed in the male reproductive system. Therefore, the observed presence of selective sweep(s) in the Sdic region may be the result of the combination of Sdic’s location in a tightly linked region of the genome together with its potential fitness consequences on male fertility.
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Table 1. Tajima’s D on loci near the Centromeric region of the X-chromosome

<table>
<thead>
<tr>
<th>Locus</th>
<th>Band</th>
<th>Length (bp)</th>
<th>D. melanogaster Non-Zimbabwe</th>
<th>Zimbabwe</th>
<th>All Populations</th>
<th>Global Populations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zw</td>
<td>18D13</td>
<td>537</td>
<td>0.38 (6)</td>
<td>-0.22 (6)</td>
<td>-0.33 (12)</td>
<td>-0.33 (7)</td>
</tr>
<tr>
<td>Bap</td>
<td>18E4-18E5</td>
<td>471</td>
<td>0.18 (8)</td>
<td>-0.53 (5)</td>
<td>-0.75 (13)</td>
<td>-1.21 (7)</td>
</tr>
<tr>
<td>AnnX</td>
<td>19C1</td>
<td>606</td>
<td>-1.29 (9)</td>
<td>-0.93 (6)</td>
<td>-0.83 (15)</td>
<td>0.85 (7)</td>
</tr>
<tr>
<td>Sdic</td>
<td>19C1</td>
<td>1146</td>
<td>-0.58 (9)</td>
<td>-0.47 (5)</td>
<td>0.43 (14)</td>
<td>N.A.</td>
</tr>
<tr>
<td>Cdic</td>
<td>19C1</td>
<td>777</td>
<td>-0.84 (9)</td>
<td>-0.19 (6)</td>
<td>0.08 (15)</td>
<td>0.16 (7)</td>
</tr>
<tr>
<td>Pp4</td>
<td>19C</td>
<td>339</td>
<td>0.33 (8)</td>
<td>-0.93 (6)</td>
<td>-0.34 (14)</td>
<td>0.69 (7)</td>
</tr>
<tr>
<td>run</td>
<td>19E2</td>
<td>585</td>
<td>0.00 (7)</td>
<td>-0.79 (6)</td>
<td>-0.72 (13)</td>
<td>-0.73 (7)</td>
</tr>
<tr>
<td>shakB</td>
<td>19E3</td>
<td>705</td>
<td>-1.24 (7)</td>
<td>-0.93 (6)</td>
<td>-1.65 (13)</td>
<td>-1.01 (7)</td>
</tr>
<tr>
<td>tty</td>
<td>19F4</td>
<td>594</td>
<td>-0.36 (9)</td>
<td>-0.79 (6)</td>
<td>-0.70 (15)</td>
<td>-0.35 (7)</td>
</tr>
<tr>
<td>slgA</td>
<td>19F6-20A1</td>
<td>495</td>
<td>-0.58 (9)</td>
<td>-0.83 (6)</td>
<td>-0.33 (15)</td>
<td>0.71 (6)</td>
</tr>
<tr>
<td>su(f)</td>
<td>20E</td>
<td>966</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>0.21 (7)</td>
</tr>
<tr>
<td>Variance</td>
<td></td>
<td>0.38</td>
<td>0.08</td>
<td>0.32</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>Sign Test</td>
<td></td>
<td>P&lt;0.75</td>
<td>P&lt;0.01**</td>
<td>P&lt;0.11</td>
<td>P=1</td>
<td></td>
</tr>
</tbody>
</table>

N.A. = Data not available. Number of sequences in parentheses. Tajima’s D is not significantly different from zero in all cases.
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CHAPTER 4

Detecting Selective Sweeps with Haplotype Tests: Hitchhiking and Haplotype Tests

Frantz Depaulis, Sylvain Mousset and Michel Veuille

Abstract

In this chapter, neutrality tests based on haplotype distribution are evaluated as a way of detecting selective sweeps. Several kinds of haplotype tests are reviewed, including haplotype number, haplotype diversity and haplotype partition tests. We focus on incomplete sweeps, where recombination between the selected locus and a given marker allows for several preexisting neutral lineages to survive the sweep and for some preexisting genetic variation to remain in a sample. Several problems are addressed, including the distinction between possible alternative hypotheses, the effect of sampling strategy, of conditioning the statistics on the population mutational parameter θ and/or the observed number of polymorphic sites S and, finally, the effect of intragenic recombination together with the choice of one-vs. two-tailed tests. Corresponding guidelines are proposed. To compare the power of haplotype tests and of other classical tests to detect selective sweeps, we use a simple selective sweep model with a deterministic approximation, allowing for genetic exchange between the selected locus and a given neutral marker. We conclude that there are ways of overcoming the difficulties in applying the tests, which are powerful means for revealing incomplete selective sweep effects.

Introduction

Since the proposal of the neutral theory, scientists have been looking for the footprint of phenotypic selection at the molecular level and have found frequent departures from the simple neutral model. An indirect way of detecting potentially rare selective events is to use their effect on neighboring variation, the "hitchhiking" effect (see ref. 3 for a theoretical review). In the usual restricted sense, this refers to the effect of advantageous mutations on linked neutral variation, which is also called the "selective sweep". After the fixation of an advantageous mutation, the most obvious hitchhiking effect is a reduction of genetic variation at linked neutral loci. A potential proof of these effects was the discovery of a genome-wide correlation between levels of polymorphism and local recombination rate in Drosophila melanogaster. This trend was subsequently confirmed in humans, mice and tomatoes. Since such a correlation is not found at the divergence level, it is in disconset with neutral mutational expectations (but see ref. 10). Hitchhiking has been proposed as a possible process behind this observation. Assuming a uniform input of advantageous mutations along chromosomes, selective sweeps are
expected to extend further and show stronger effects in low recombination regions of the genome. However, the background selection—the effect of the removal of deleterious mutations on linked neutral variation—is an alternative mechanism that can account for this pattern.11,12

A potential way of distinguishing between these two models is that selective sweeps predict a shift in the frequency spectrum of mutations towards an excess of low frequency variants when compared to neutral predictions.13 We will describe these effects in terms of genealogical pattern, with reference to the coalescent theory, which represents the genetic history of a sample by gene genealogies14 (Fig. 1a). It provides an intuitive way of looking at historical perturbation effects. In the simplest case of a complete selective sweep with no recombination, during a transient period of recovery of polymorphism after the selective perturbation, the genealogy of the marker considered is star-like, leading to an excess of rare variants (Fig. 1c). This is not true

Figure 1. Outline of the shape of genealogies (n=8) relevant to various models. Mutations are indicated on the tree as circles (top panels), and resulting polymorphic sites are schematically shown as squares on the corresponding alleles below. T: age of the selective sweep. a) Neutral genealogy, constant size population (S=15, K=6, H=0.81). b) Genealogy after a hitchhiking with recombination (S=13, K=4, H=0.56). The thick horizontal line represents the lineage carrying the beneficial mutation when it arises. Most of the other lineages become extinct being outcompeted by the advantageous allele, but one survives the sweep through recombination with the advantageous mutation. Haplotype diversity is drastically reduced due to the high frequency of the most common haplotype. Note also the excess of derived mutations in high frequency. c) After a hitchhiking without recombination, a single lineage survives the selective sweep (α→∞, S=2, K=3, H=0.41). Though all mutations are unique and the number of haplotypes is maximal, there is no power to detect the recent sweep due to the very low polymorphism in the sample.
in the case of background selection, at least for its original form involving strongly deleterious mutations. The result of background selection can be approximated by a reduction of the effective population size, but the remaining variation and the corresponding trees show a neutral distribution (Fig. 1). Empirical attempts to distinguish between the two hypotheses initially focused on low recombination regions of the genome, such as the subtelomeric regions and the tiny fourth chromosome of *D. melanogaster*. However, in these regions variation is reduced to such an extent that there is hardly any information left for testing neutrality, except through extensive genotyping.

An alternative approach is to focus on less strong hitchhiking effects which, while partially preserving the preexisting variation, disrupt its pattern in the population. The possible underlying processes include an incomplete sweep of an advantageous mutation on its way to fixation, a recent balanced polymorphism, fluctuating selection, or interference between several adaptive variants on their way to fixation (the “traffic” hypothesis). Weak hitchhiking could also simply reflect the loose linkage between the marker and the selected locus relative to the strength of selection, thus allowing for recombination events between the two loci during the selective stage (hereafter “hitchhiking with recombination”). In genealogical terms, this would prevent several preexisting neutral lineages from being completely removed during the sweep (Fig 1b).

To detect such effects, among others, a number of statistical tests have been proposed. These are often called “neutrality tests” for short, but they really test a full neutral model with all its assumptions. These tests are based on the Wright-Fisher model, which assumes the neutrality of mutations, and also has strong demographic assumptions in a broad sense (panmictic isolated population of constant size, at mutation-drift equilibrium with a Poisson distribution of the offspring). The tests also rely on a mutational model, where the choice of a particular model depends on the type of genetic marker(s) considered. For the nucleotide variation, which is the focus of our review, the infinite site model (ISM) seems to show the best fit. In its original form, the ISM assumes the intragenic recombination absent, the mutation rate unchanged with time and uniform along the sequence, and the mutations mutually independent. In addition, it assumes that each mutation affects a new site, hence there is no possible homoplasy. As a consequence, the ISM is the most powerful model to be tested for, or more generally to make inferences from – provided that there are such informative markers showing variation in the species considered. Nevertheless, when a significant departure from the neutral model is detected, this can be due to violation of any of the model assumptions, including selective neutrality as well as the demographic and mutational effects. Selective and demographic perturbations predict similar effects on a single locus. However, when multiple loci are analyzed, they are expected to show similar effect of demographic perturbations, but they would likely differ in respect to the selective events.

The first class of neutrality tests proposed for detecting departure from the neutral model focused on the frequency spectrum of mutations. This approach makes no use of the information contained in the association of different polymorphic sites, which may be informative about the underlying tree and about the events that could have shaped it (Fig. 1). Simple summary statistics using this information rely on the distribution of haplotypes. These statistics, which are the basis of several neutrality tests, are the subject of the present chapter. We use the term “haplotype structuring” to describe any pattern characterized by an excess of linkage disequilibrium structure as compared to the standard neutral model, including a deficit in the number of haplotypes or in haplotype diversity, and an excess of high frequency haplotypes. These effects can be found separately or in various combinations. Hitchhiking increases linkage disequilibrium, and thus haplotype structuring, by shifting haplotypes to high frequencies (Fig. 1b). If the last selective sweep perturbation is recent, there would have been little time for intragenic recombination to alter this structuring.
Available Haplotype Tests

Haplotype Partition Test HP

This haplotype test was proposed by Hudson et al.\textsuperscript{24} It computes the probability of finding a subset of at least $n_p$ sequences with no more than $S_p$ polymorphic sites given that the total sample of $n$ sequences shows $S$ polymorphic sites (see Table 1 for the definitions of all symbols used and Table 2 for a summary of the characteristics of the tests). Briefly, it tests for the occurrence of a major “haplotype class”, i.e., a subset of sequences with low variation as compared to the total sample. This test (hereafter HP) was originally proposed and applied on data \textit{a posteriori}: the unusual pattern was revealed first, then the corresponding test was designed; finally, $n_p$ and $S_p$ were chosen arbitrarily according to the data. However, the probabilities of observing the pattern by chance were so low that the qualitative conclusions were unlikely to be affected by tailoring the test to the dataset.

Haplotype Number K

More general alternative tests relying on the distribution of haplotypes were subsequently proposed. The haplotype number statistics were considered independently with slightly different approaches by several authors (Table 2).\textsuperscript{25-29} The $S$, $W$, and $F_s$ tests are one-tailed. The $F_s$ statistics assesses an excess of haplotypes, whereas $W$ and $S$ assess a deficit of haplotypes. The classical view is that the number of haplotypes adds little information to the sequence data, under an infinite site model, as it tends to be close to its maximum possible value - either $S+1$ or $n$, whichever is the smallest.\textsuperscript{30,31} A number of factors can explain this effect, including both “too high” level of variation as compared to the sample size, and the reverse situation of the “too low” level of variation. (Here, the level of variation is scaled by the population mutational parameter $\theta=4N\mu$, where $N_\epsilon$ is the effective population size and $\mu$ the per locus neutral mutation rate). Such parameter values may be a common trend for datasets derived from the species such as human, where large sample sizes are the norm and levels of variation are usually low. However, between these extremes lies a broad range of parameter values encountered in various organisms including \textit{Drosophila}, where the confidence interval of the haplotype number does not include the maximum possible value (Fig. 2a).

Table 1. Definition of the symbols used for parameters

<table>
<thead>
<tr>
<th>Definitions</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>$n$</td>
</tr>
<tr>
<td>Subsample size</td>
<td>$n_p$</td>
</tr>
<tr>
<td>Number of segregating sites in a sample</td>
<td>$S$</td>
</tr>
<tr>
<td>Number of segregating sites in a subsample</td>
<td>$S_p$</td>
</tr>
<tr>
<td>Window size expressed in number of polymorphic sites</td>
<td>$S_w$</td>
</tr>
<tr>
<td>Neutral mutation rate</td>
<td>$\mu$</td>
</tr>
<tr>
<td>Effective population size</td>
<td>$N$</td>
</tr>
<tr>
<td>Population mutational parameter\textsuperscript{a}</td>
<td>$\theta=4N\mu$</td>
</tr>
<tr>
<td>Age of a selective sweep\textsuperscript{a}</td>
<td>$T_s$</td>
</tr>
<tr>
<td>Selection coefficient\textsuperscript{a}</td>
<td>$s=4Ns$</td>
</tr>
<tr>
<td>Rate of genetic exchange between neutral and selected marker\textsuperscript{a}</td>
<td>$C=4Nc$</td>
</tr>
<tr>
<td>Instantaneous frequency of the advantageous mutation</td>
<td>$x$</td>
</tr>
<tr>
<td>Initial frequency of the advantageous mutation</td>
<td>$\epsilon$</td>
</tr>
</tbody>
</table>

\textsuperscript{a} scaled in unit of $4N$ generations
Table 2. Summary of the characteristics of the tests used

<table>
<thead>
<tr>
<th>Neutrality Test</th>
<th>Symbol</th>
<th>Direction&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Conditional Parameter</th>
<th>Analytic/Simulations&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Robust to Recombination&lt;sup&gt;e&lt;/sup&gt;</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tajima’s $D$</td>
<td>$D$</td>
<td>Both</td>
<td>$\theta$</td>
<td>$\beta$ approximation</td>
<td>Yes</td>
<td>20</td>
</tr>
<tr>
<td>Fu and Li’s $D$</td>
<td>$D_h$</td>
<td>Both</td>
<td>$\theta$</td>
<td>Simulations</td>
<td>Yes</td>
<td>21</td>
</tr>
<tr>
<td>Fay and Wu’s $H$</td>
<td>$H_{hw}$</td>
<td>Both (potentially)</td>
<td>$S$</td>
<td>Simulations</td>
<td>Yes</td>
<td>22</td>
</tr>
<tr>
<td>Haplotype number</td>
<td>$W$</td>
<td>Deficit</td>
<td>$\theta$ (40)</td>
<td>Analytic</td>
<td>Yes</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>$S$</td>
<td>Deficit</td>
<td>$\theta$ (40)</td>
<td>Analytic</td>
<td>Yes</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>$F_s$</td>
<td>Excess</td>
<td>$\theta$ (40)</td>
<td>Analytic</td>
<td>No</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>$K$</td>
<td>Both</td>
<td>$S$</td>
<td>Simulations</td>
<td>Lower limit</td>
<td>28</td>
</tr>
<tr>
<td>Haplotype diversity</td>
<td>$H$</td>
<td>Both</td>
<td>$S$</td>
<td>Simulations</td>
<td>Lower limit</td>
<td>28</td>
</tr>
<tr>
<td>Haplotype partition</td>
<td>$HP$</td>
<td>Both (potentially)</td>
<td>$S$</td>
<td>Simulations</td>
<td>Upper limit (of $n_p$)</td>
<td>24</td>
</tr>
<tr>
<td>Pairwise correlation</td>
<td>$Z_{NS}$</td>
<td>Both (potentially)</td>
<td>$S$</td>
<td>Simulations</td>
<td>Upper limit</td>
<td>33</td>
</tr>
</tbody>
</table>

<sup>a</sup> One vs. two tailed tests; <sup>b</sup> Watterson’s estimator; <sup>c</sup> Tajima’s estimator; <sup>d</sup> method originally used to compute $P$ values (the analytic method can be used only in models without recombination); <sup>e</sup> when $P$ values are computed in a model without recombination despite some recombination occurring on the tested locus.
Haplotype Diversity $H$

A related test considers haplotype diversity $H = 1 - \sum p_i^2$ where $p_i$ stands for the relative frequency of haplotype $i$ in the sample.\(^{28}\) It could be corrected for sample size to give an unbiased estimate of the population haplotype diversity. But, whatever the case, the test is conditional on the sample size. The $H$ test is similar to the homozygosity test\(^{32}\) except that the latter is conditional on both $K$ and $\theta$ and therefore uses only the information on the frequency spectrum of alleles (i.e., of haplotypes) and not that of the number of haplotypes.

The three above tests are not independent; low number of haplotypes tends to be correlated with a large subset that has little variation and with low haplotype diversity, the condition which we sum up as “strong haplotype structure”. This has to be qualified in that the $H$ test is highly sensitive to the frequency spectrum of haplotypes and thus, like $HP$, it is mainly sensitive to a high frequency of the major haplotype, as predicted under hitchhiking with recombination (Fig. 1b).\(^{19}\)

There are tests that consider other aspects of linkage disequilibrium structure such as the $Z_{ns}$ test, based on the average pairwise allelic correlation coefficient.\(^{33}\) The $B$ and $Q$ tests are
Selective Sweep

based on the proportions of congruent adjacent pairs of segregating sites, i.e., pairs showing no
evidence of recombination events. Here, we focus on haplotype statistics.

Little is known about their properties. There are several difficulties that we will discuss,
and we will propose corresponding guidelines for their use whenever appropriate.

Alternative Hypotheses

Hitchhiking is not the only perturbation that predicts haplotype structuring (Table 3).
For a given number of polymorphic sites S, any process that tends to increase the relative length
of internal branches as compared to neutral expectations results in excess of haplotype structur-
ing (Fig. 1b). This includes moderate bottlenecks,35 incomplete sweeps,24 balanced polymor-
phisms36 and population structure.34 Conversely, any process leading to a star-like tree (a se-
vere bottleneck, a selective sweep without recombination) predicts an excess of haplotypes, a
deficit of haplotype structuring (Fig. 1c). Indeed, for a single locus, a bottleneck model predicts
results very similar to selective sweep.19 A severe bottleneck, where all lineages coalesce during
the demographic crash, closely matches a selective sweep without recombination. On the other
hand, a moderate bottleneck, where several lineages survive the crash without coalescing, pre-
dicts results similar to a selective sweep with recombination (unpublished results). Other indi-
cations, such as between-loci comparisons, are thus required to distinguish these events (see
concluding remarks).37,38

Conditioning on \( S \) vs. \( \theta \)

The distribution of these statistics is highly dependent on the levels of genetic variation.
Two different approaches have been used for conditioning the tests on a fixed level of variation.
The classical approach chosen by Strobeck25 and Fu26,27 involves conditioning on the popula-
tion mutational parameter \( \theta = 4N_e \mu \). In this case, the distribution of haplotypes follows
the infinite allele model and Ewens’s distribution.39 It could thus be computed exactly by analyti-
cal means. In practice, however, in the absence of strong prior knowledge of \( \theta \), this population
parameter has to be replaced by a point estimate. The \( S^{25} \) and \( F_t^{27} \) statistics use Tajima’s estima-
tor20 (the mean pairwise diversity) whereas \( W^{26} \) uses Watterson’s estimator,40 based on the
observed number of segregating sites (often called \( \theta \) for brevity). This results in nonexact tests,
“an achieved level of significance”,26 that can differ substantially from the chosen rejection level
and the corresponding tests may not be conservative (e.g., for \( F_t^{27} \) and \( S^{25} \) depending on the
parameter values). On the contrary, they may equally be too conservative, thereby reducing the
power of the tests.26

An alternative approach is to condition on \( S \), without any explicit assumption about mu-
utation rate, and to use simulations to obtain the distribution of haplotypes.24,28,29 The coales-
cent theory provides a simple framework to obtain the distribution of any statistics that de-
scribes polymorphism in a sample empirically, by simulations.14 This approach is very efficient
because only the history of a sample is considered. Hence, not all generations need to be explic-
titely represented, but only those which have witnessed some events (common ancestry, recom-
ensation) that could affect the history of the sample. As it is a sampling theory, it allows for
direct comparisons with empirical data and statistical testing.

The rationale of conditioning on \( S \) is that \( \theta \) has to be estimated from the data, whereas \( S \)
is known with certainty (assuming no homoplasy, a reasonable assumption in general at the
intraspecific level). The estimate of \( \theta \) could be easily skewed by preceding nonneutral events,
for example, the level of variation could have been reduced by a selective sweep. Thus, an
independent estimate of \( \theta \) would ideally be needed, but unfortunately this is rarely possible in
practice. No datasets respecting all the assumptions of the standard neutral model are generally
available to provide such an estimate (which would still show a large degree of uncertainty).
Moreover, the parameter $\theta$ depends on the sampling scheme: which population or set of populations is being sampled. It also depends on the locus considered: the neutral mutation rate depends on the raw total mutation rate, but also on the fraction of deleterious mutations. This fraction needs to be subtracted from the raw rate to get the neutral rate. It thus depends on the level of constraint of the locus and on its composition in terms of exons, introns, of functional domains of the protein. Finally, even if the true value of $\theta$ was known with certainty, conditioning on $\theta$ leads to a broader confidence interval as compared to $S$, thereby reducing the power of the tests (Fig. 2b).

Conditioning on both $\theta$ and $S$, employing for example a rejection algorithm or a more efficient importance sampling method, has been proposed.\(^{41}\) However, this approach implies the use of nonrandom subset of genealogies from the original neutral distribution and thus cannot be strictly regarded as a neutrality test. For instance, consider a sample of size $n=20$, with an observed number of mutations $S=14$, with a number of haplotypes $K=11$ derived from a population with a mutational parameter $\theta=28.2$ (corresponding to an expected $S$ value of 100). The observed $S$ and $K$ values are unexpectedly low given $\theta$, ($P(S \leq 14 | \theta=28.2)<10^{-5}$; $P(K \leq 11 | \theta=28.2)=0.02$). On the other hand, the observed number of haplotypes $K$ is unexpectedly high given the observed $S$ value ($P(K \geq 11 | S=14)=0.02$). If we use the rejection algorithm on this set of parameter values, we would have to artificially reject most (> 99.9%) of the neutral genealogies retaining only star-like ones, and to accept the null hypothesis ($P(K \geq 11 | S=14, \theta=28.2)=0.15$), despite the obvious inconsistency between these three parameter values. Readers interested in a more thorough discussion of this issue and in validation of the approach conditional on $S$ should read refs. 41-43.

### Table 3. Various selective and demographic effects on polymorphism distribution

<table>
<thead>
<tr>
<th>Perturbation</th>
<th>Strength</th>
<th>Tree Shape</th>
<th>Frequency Spectrum</th>
<th>Haplotype Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background selection</td>
<td>Strong</td>
<td>Neutral like (Fig. 1a)</td>
<td>Weak, excess of rare mutations</td>
<td>Weak, excess of haplotypes</td>
</tr>
<tr>
<td>Bottleneck(^a) Selective sweep</td>
<td>Strong</td>
<td>Star-like (Fig. 1d)</td>
<td>Excess of rare mutations</td>
<td>Excess of haplotypes, of haplotype diversity, too rare major haplotype</td>
</tr>
<tr>
<td>Selective sweep</td>
<td>Partial(^b)</td>
<td>Long internal branches, unbalanced (Fig. 1c)</td>
<td>Excess of rare derived mutations</td>
<td>Deficit of haplotypes, of haplotype diversity, too frequent major haplotype class</td>
</tr>
<tr>
<td>Bottleneck Population structure selection</td>
<td>Moderate</td>
<td>Long internal branches (Fig. 1b)</td>
<td>Deficit of rare mutations</td>
<td>Deficit of haplotypes, of haplotype diversity</td>
</tr>
<tr>
<td>Balanced selection</td>
<td>Old</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Could also refer to population expansion which shows similar effects; \(^b\) Refers to a sweep in the process, hitchhiking with recombination, fluctuating selection, interference between mutations or recent balanced selection.
Intragenic Recombination

In this section, we refer to recombination occurring within the sequenced region. This should not be confused with the recombination that may occur between the marker and the selected site, which acts at a larger scale, is implemented differently in the models and has very different consequences. Intragenic recombination generally reduces the variance of statistics, but does not affect the expectation of statistics based, for example, on the frequency spectrum of mutations.\textsuperscript{20-22} Corresponding frequency spectrum tests applied without taking into account possible recombination are thus conservative.\textsuperscript{34} In contrast, recombination should drastically affect the expectation of haplotype statistics, since it tends to produce additional haplotypes. Indeed, haplotype number is a summary statistic which may be used as an estimator of the population recombination rate.\textsuperscript{44} Additional caution should be exercised in applying the haplotype tests when recombination is likely to have occurred in the history of the data (and most recombination events may not be detectable).\textsuperscript{55} The lower limit of most tests is, however, conservative towards recombination (except for $Q$).\textsuperscript{34} We confirmed this result for the $K$ and the $H$ tests (results not shown). Tests not taking into account recombination can thus be applied as one-tailed tests if the alternative hypothesis predicts an increased haplotype structure (a deficit of haplotype number, of haplotype heterozygosity). On the other hand, tests that focus on the upper range of haplotype number, such as the $F_s$ test,\textsuperscript{27} are not conservative with respect to the occurrence of recombination.

A side effect of using conservative tests is a reduction in power\textsuperscript{34} (but see the power section below). Versions of the tests involving recombination have therefore been proposed.\textsuperscript{24,29,46,47} In this case, the distribution of haplotypes can only be obtained by simulations, regardless of whether the tests are conditional on $S$ or $\theta$. This requires using a conservative value for the recombination rate. Depending on the alternative hypothesis, this has to be a lower bound or an upper bound. In the specific case of hitchhiking (or bottlenecks), this raises the difficulty that, depending on the strength of the effect, this approach predicts either a deficit or an excess of haplotypes (Fig. 1b vs. 1c; see below). In principle, it is advisable to use an estimate of recombination rate derived independently of the data (e.g., from classical genetics), rather than an indirect estimate derived from the data using population genetic tools that assume neutral equilibrium. However, there are substantial genome-wide discrepancies between these two kinds of estimates.\textsuperscript{48-50} A very conservative approach is to use the recombination rate that leads to at least as many recombination events as can be inferred from the data using the four gamete rule in at most 5\% of the simulations.\textsuperscript{29,34,45}

Sampling Strategy and Sliding Window

A difficulty with the haplotype structure tests is that they are sensitive to the sampling strategy: using long sequences compared to the sample size or, conversely, a large sample size compared to the length of the sequence (in terms of $\theta$, $N_r$ values) reduces the power of the tests (Fig. 2a). In some cases, the haplotype structure is restricted to a limited region of the sequence and the tests cannot be applied \textit{a posteriori} to this particular region alone. To overcome this difficulty, sliding window versions of the tests have been proposed and applied.\textsuperscript{29,46,51} For instance, in the approach conditional on $S$, a window of a given size $S_w$ (expressed in number of polymorphic sites) slides along the sequence from polymorphic site to polymorphic site. The test is applied to each window position $k$ and the corresponding “observed” $P_{k_{\text{obs}}}$ values are stored. Because of multiple testing, these $P$ values need to be corrected. They are obviously not independent and a Bonferroni correction would be far too conservative. In a second step, a new set of simulations with the whole dataset parameter values ($n$, $S$) is run and the test is applied to these simulated datasets with the sliding window approach, exactly as for the actual sequence data. The corresponding minimum $P$ values obtained by sliding the window along each
simulated dataset \( (P_{\text{min,sim}}) \) are used to empirically construct a distribution of the minimum \( P \) values that are expected while sliding along the sequence. This distribution is then compared to the observed \( P \) values \( (P_{k,\text{obs}}) \) for sequence data, to derive corrected \( P \) values. Refinements of this procedure include correcting for different window sizes\(^{29}\) in a procedure similar to the \( S_{\text{max}} \) of ref. \(^{23}\), focusing on the specific case of two haplotypes. Another refinement allows for different levels of subsample polymorphism \( (S_p \) parameter) for \( HP \).\(^{46}\) Note that some tests involving the sliding window approach without taking into account recombination appear to be slightly nonconservative with regard to recombination.\(^{29}\) Since the sliding window approach is similar to probing a set of different loci, it also allows us to distinguish selective perturbations, which may affect only a particular subregion, from populational perturbations such as the bottleneck, which is expected to affect all subregions of the locus to a similar extent. In this aspect, this approach is similar to that of ref. \(^{23}\). However, the sliding window technique can be computationally demanding and its effect on the power of the tests is unknown.

**Power**

In this section, we will address the capacity of various tests to detect several kinds of perturbation from the neutral model and in particular, selective sweep effects.

**Previous Results**

Fu\(^{26,27}\) investigated the power of several tests when faced with various hypotheses in a model without recombination. The evaluated tests included haplotype number tests and tests based on the frequency spectrum of mutations such as Tajima’s \( D \).\(^{20}\)

**Alternative Hypotheses Involving an Excess of Haplotypes**

Alternative hypotheses involving an excess of rare variants and excess of haplotypes included a population growth model and a hitchhiking model without recombination, assuming a deterministic approximation for the increase in frequency of the advantageous mutation. In our nomenclature, both models would be similar to hitchhiking without recombination (Fig. 1c). The results of the two models were again similar and showed \( F_r \) to be by far the most powerful test when faced with these alternative hypotheses. On the other hand, when challenged by the background selection model, \( F_r \) tends to be more powerful than Tajima’s \( D \),\(^{20}\) but less powerful than the Fu and Li\(^{21}\) statistics. The latter distinguishes unique versus nonunique mutations, and the reason for this test to be so effective is that background selection affects primarily nonunique mutations.

**Alternative Hypotheses Involving a Deficit of Haplotypes**

Fu\(^{26}\) also examined the power of the tests faced with alternative hypotheses leading to unexpectedly long internal branches relative to the length of external ones, thus resulting in an excess of intermediate frequency mutations and in a deficit in the number of haplotypes. In particular, he considered population structure models, based on the infinite island model with various sampling schemes, and the effect of a reduction in population size. Such models would have a similar effect to that of hitchhiking with recombination (Fig. 1b). The haplotype number statistic \( W \) generally performed as well or better than other tests which use the frequency spectrum of mutations, and was substantially more powerful than Tajima’s \( D \) test, for instance. The \( S \) test was also found to be powerful when dealing with intermediate migration rate.\(^{25}\) When the models involved mutation-selection equilibrium, e.g., the ones with balanced selection or deleterious mutations, haplotype number statistics showed power comparable to other tests, depending on the equilibrium frequency of the selected allele and on the estimator of \( \theta \) used.\(^{27}\)
Intragenic Recombination Effect

Wall investigated the power of neutrality tests to detect population structure, with an emphasis on intragenic recombination effects. His study surveyed various tests which deal with frequency spectrum of haplotypes and with linkage disequilibrium structure. In agreement with Fu he found that, in the absence of recombination, the haplotype number test generally shows the highest power, provided that individuals are sampled from the same population (which is advisable when applying a neutrality test). But if intragenic recombination occurs, a test that does not take into account recombination becomes by far too conservative as the recombination rate parameter of the population increases. It is then preferable to use tests taking into account recombination, using a conservative recombination rate. Even if the exact recombination rate is known, there is a substantial loss of power with increasing recombination rate. This may reflect the saturation effect of the length of the sequence on haplotype number. The confidence interval tends to be restricted to values close to the maximal possible value for long sequences in terms of recombination rate and of the number of polymorphic sites (Fig. 2a). It is then advisable to shift the trade-off “length of the sequence vs. sample size” in the direction of a larger number of sequenced individuals with shorter sequences.

Selective Sweeps

There are a wide variety of hitchhiking models (reviewed in ref. 3) that could be used, depending on the form of selection (dominance level, frequency dependence, density dependence, fluctuating selection etc.). The results would probably barely differ for a brief selective stage (i.e., for strong selection coefficients), and it is not clear how selection really works in nature. We used a classic selective sweep model, following a procedure similar to that in ref. 13. We adapted their “equilibrium” procedure (using random variables for the selective parameters) to a “single event” procedure as in ref. 22, using the fixed selective parameter values: we assumed exactly one selective sweep event during the history of the genealogy, and we fixed its age. Choosing between equilibrium and single event models depends on the sampling strategy. If loci are sampled randomly with regard to selection, the approach that may require sequencing intergenic regions, equilibrium models may be more appropriate. But these models include additional assumptions about the homogeneity of selection and involve a largely unknown parameter: the frequency of selective sweeps. On the contrary, if, as often, the sampled marker is a candidate for selection in the marker itself or in the neighboring region, the single sweep model may be more appropriate. Assuming a single selective event of a given age also makes the results easier to interpret, as compared to the case where several events of various ages have affected the history of the sample. The selective sweep model approximates the change in frequency of the advantageous allele $x$, from the virtually null frequency $\epsilon$ (the advantageous mutant is assumed to appear at this point) through the virtual fixation ($x=1-\epsilon$), using deterministic equations. During the selective stage, two allelic classes are present in the population, the neutral and the advantageous. Several kinds of events can be considered. Coalescence can only occur between two genes from the same allelic class, and the rate depends on the allele frequency, i.e., $2/x$ between two advantageous alleles (all time scaled parameters and rates are expressed in units of $4N$ generations). Genetic exchange between the selected site and the marker can also occur with a rate $C=4Nc$ (per $4N$ generations; representing either recombination and/or gene conversion rate). Such events lead to gene flow between the two allelic classes: a marker formerly linked to the neutral site can “move” into the advantageous allelic class with the rate of $Cx$. This should not be confused with intragenic recombination, which generally acts on a smaller scale and has additional effects on haplotype statistics (i.e., disrupts haplotype structure). The selective stage is partitioned into a large number (1,000) of time step increments to take into account the change in the probabilities of the events with $x$. Complementary
probabilities of the absence of event are multiplied across time steps until the product is less than a uniform random deviate. This point determines the occurrence of an event, chosen according to its relative probability at the current time step. Before or after the selective sweep, all the genes that belong to the same allelic class (neutral or advantageous respectively) show the same fitness and obey the standard neutral coalescent. Unless otherwise stated, we used a strong selection parameter value \( \alpha = 4Ns = 10,000 \) (corresponding to a selection coefficient about \( s = 0.0025 \) for \textit{Drosophila}) leading to a virtually instantaneous selective stage, still allowing for the gene flow for a correspondingly high rate of genetic exchange \( \text{C} \). What exactly happens during the selective stage probably depends on the details of the model. We use a generic model with a brief selective stage, just to predict how many lineages survive the sweep through recombination-mediated import into the advantageous allelic class and what is the increase in their frequency after the sweep.

In the following power analysis, for simplicity, we consider a version of the \( HP \) test that is restricted to the absence of polymorphism within the subsample (\( Sp = 0 \)). In this case, \( HP \) test deals with the frequency of the major haplotype. For comparison with other kinds of approaches, we present results for Tajima's \( D^{20} \) test, as an example of statistics based on the frequency spectrum of mutations. We also used the related Fu and Li's \( D^{21} \) as an example of a statistics using polarized mutations (assuming that the state—ancestral or derived—of mutations is known, e.g., through the use of an outgroup). The Fu and Li's statistics analyzes the relative proportion of unique, derived mutations. Finally, we also show the results of Fay and Wu's \( H^{22} \) which is highly dependent on derived mutations of high frequency and was designed specifically to detect selective sweeps. In fact, the different frequency spectrum statistics seem to use substantially the same source of information, to provide similar results and thus appear largely redundant.\(^{27}\) As another indicator of general linkage disequilibrium structure, we also show the power of \( Z_\alpha^{33} \) the average pairwise allelic correlation. Like other linkage disequilibrium statistics, it is sensitive to the frequencies of mutations and, therefore, is partly correlated with frequency spectrum statistics. Since departure from the neutral model can be observed in both directions, depending on the parameter values, we show separately the two directions of departure, but for clarity we present only the curves showing a power above the chosen rejection level of 2.5%.

Hitchhiking with and without Recombination: Genetic Distance from the Sweep

Figure 3a shows the power of the tests to detect a recent selective sweep (\( T = 0.001 \), corresponding to roughly 400 years for \textit{Drosophila}) as a function of the genetic distance from the selected site (ratio of \( c \) over \( s \)), for a given number of polymorphic sites remaining in the sample (\( S = 35 \), and the expected value for \( \theta = 10 \) in the absence of sweep). The left hand side of the figure corresponds to hitchhiking without recombination, for example, severe selective sweeps with fixation of the advantageous mutant before any recombination had occurred between the selected and the marker loci. Such events lead to star-like genealogies (Fig. 1c), an excess of rare variants and excess of haplotypes since most, if not all, polymorphism have arisen after the event. In this case, Tajima's \( D \), Fu and Li's \( D \), and \( Z_{\alpha S} \) show a deficit of the statistics and tend to have higher power than the haplotype tests that show an excess of haplotypes. In this direction, haplotype tests and \( Z_{\alpha S} \) are not conservative with respect to recombination and are thus more problematic. Of more interest is the detection of a deficit of haplotypes due to hitchhiking with recombination: a relatively "mild" sweep, with recombination events occurring between the selected locus and the marker during the selective stage. The peak obtained for intermediate distance from the selected site (Fig. 3a) corresponds to the deficit of haplotypes due to the survival of several lineages through the selective sweep stage (Fig. 1b). In this range of parameter values, haplotype tests, especially the \( K \) test, show high power, particularly when compared
Figure 3. Power of several neutrality tests to detect a recent selective sweep ($T=0.001$ in $4N$ generations) as a function of the genetic distance from selected locus ($c/s$ with $c=10,000$). $n=20$, $N_r=0$. Tests: $K$, $H$, $HP$, $Dr$: Tajima's $D$; $Df$: Fu and Li's $D$, $Hf$: Fay and Wu's $H$; $ZnS$. Empty symbols: lower limit; Filled symbols: upper limit. a) All simulations are conditional on the number of segregating sites ($S=35$, close to the expected value for $\theta=10$). Depending on the strength of the selective sweep, the deviation can be to one side or to the other. b) All simulations are conditional on the population mutation parameter ($\theta$=10). The power to detect strong selective sweeps is substantially reduced due to the lack of variation that remains in the sample. c) The power simulations are conditional on $\theta$=10, but the outcomes of the simulations are tested conditional on the resulting value of $S$. As compared to strict conditioning on $\theta$, the power shows an overall reduction because it does not take into account the reduction in variation due to the selective sweep.
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Interestingly, for an intermediate range of genetic distances, haplotype tests and $Z_{as}$ show substantial power in both directions: some genealogies show several lineages surviving the sweep while others do not, leading to opposite values of the statistics. [It is obviously the sum of the power in the two directions which is relevant if the tests were to be used in a bilateral way, e.g., on nonrecombining systems]. Put another way, their distribution is broadened. As a consequence, in multilocus studies, if the expected effect of selective sweeps uniformly depends on genetic distance from the closest selected site, the variance between loci can be drastically enhanced. Thus, while using the haplotype tests and $Z_{as}$, finding departure from neutrality in opposite directions for different loci does not necessarily imply different parameter values of selective sweeps (such as different ratios of $c$ over $s$, or different distances from the closest selected site). In contrast, frequency spectrum statistics show some power in a consistent direction, whatever the distance from the selected site.

Finally, conditioning the preceding results on a number of segregating sites $S$ artificially levels off the power between different scenarios (Fig. 1b, 1c), because it imposes the same amount of genetic information on each of them.

**Level of Variation and Distance from the Sweep**

In practice, a population would have a given neutral mutation rate (a $\theta$ value). If we condition the tests on this particular $\theta$ value, the power virtually disappears for a recent severe selective sweep, simply because such event leaves no variation in the sample (compare Fig. 3b with 3a). An attempt to reach substantial power would then require extensive genotyping. For these reasons (together with the intragenic recombination issue), haplotype tests are mainly useful for detecting a deficit of haplotypes due to hitchhiking with recombination, i.e., a selective sweep in a DNA region distantly flanking the selected site. If the level of variation has been reduced and the real $\theta$ value is used to condition the tests, the power of Fay and Wu’s test is drastically reduced (Fig. 3b). This seems to be due to the fact that this statistic, in contrast with other frequency spectrum statistics, is not normalized (the difference between the two estimators of $\theta$ is not divided by its variance). As a consequence, the variance and the width of the confidence interval for the of Fay and Wu’s statistics are largely proportional to the level of variation. Conditioning of this test on $S$, following the procedure originally used by its authors, or using a normalized version of the statistics, should eliminate this effect.

In the preceding scheme, however, we conditioned all simulations on $\theta$, assuming that it was known. In practice, this is not generally the case. In an attempt to mimic the conditions found in empirical studies, we used a more realistic procedure similar to that of ref. 43 (where it was used for other purposes: assessing the robustness of conditioning on $S$). We simulated the alternative hypothesis (selective sweep model) with a given $\theta$ value. For each simulated dataset resulting from such selective sweep, we tested it assuming that the $\theta$ value is unknown, and conditioned the tests on the observed number of mutations $S$ that remain after the selective sweep – as we would do in practice on a real dataset. When the neutral model is simulated with a fixed $\theta$ and then tested according to the resulting $S$, this procedure rejects the neutral model in the proportion corresponding to the chosen threshold, as expected.$^{43}$ This is a computationally more demanding procedure as, for a given $\theta$, a large variety of $S$ values are obtained by simulations and we need the confidence intervals for all of them. We thus used only 5,000 simulations to compute the confidence interval for each possible $S$ value (coalescent simulations are highly stochastic and a large number of iterations are needed to obtain precise estimates$^{14}$). The resulting imprecision should be partly compensated by the large number of $S$ values considered during the 100,000 power simulations. Such a procedure leads to an overall substantial
reduction in the power of the tests (compare Fig. 3c with 3b), because we do not use the information contained in the reduction of variation as compared to the expected level in the absence of selective sweep. For example, the number of haplotypes may be unexpectedly low given the number of mutations that remains after sweep, but it is then even less expected given the higher number of mutations we would anticipate if there were no sweep of variation.

**Age of the Sweep**

The above results are very similar to those obtained for a simple bottleneck model (unpublished results). In particular, the effects of the age of the sweep are quite trivial and closely match those of a bottleneck. Briefly, severe perturbations (hitchhiking without recombination or severe bottlenecks) can only be detected for an event of intermediate age, preferably using frequency spectrum statistics. During this age range, mutations have started to recover since the sweep, but the genealogy is still star-like. On the contrary, more moderate perturbations (hitchhiking with recombination or moderate bottlenecks) can be detected for recent events only ($T<0.4N$), preferably using haplotype statistics (Fig. 4a). The reason for the rapid decay in power is that the signal of the sweep, in terms of haplotype structure, is provided by mutations present before the sweep, and mutations that appear after the sweep tend to obscure this signal. This contrasts with hitchhiking without recombination, where the only information is provided by the latter kind of mutations revealing the star-like genealogy.

**Effect of the $s$ Value for a Given c/s**

For a given ratio of $c$ over $s$, the effect of the sweep may still depend on the $s$ value.\(^{19,52,53}\) One obvious related effect is that the duration of the sweep ($-\ln(\varepsilon)/\alpha$) decreases with the increase in $s$. Hence, there is an age effect confounded with this $s$ effect. Looking at the age of fixation of the sweep may not be relevant for different $s$ values. Most of the coalescent events, and thus the bulk of the effect of sweep, occur at the beginning of the sweep when the advantageous allele is at low frequency, which leads to a high coalescence rate. Thus the time of occurrence of the advantageous mutation may be more relevant. We chose to keep this time constant and to allow $s$ to vary, keeping $c/s$ constant as well. [For comparison, note that the present procedure is in contrast with that of ref. 53 where it is the time of fixation that is set constant.] For a given age, our procedure sets up a lower bound for the possible range of $s$ values for the sweep to be completed at the time of sampling. For the range of parameter values compatible with a quite recently completed sweep (0.04 $N$ generations, when haplotype tests remain powerful; Fig. 4a), the $s$ effect is rather weak (Fig. 5). The effect was undetectable for hitchhiking without recombination (results not shown). However, there may be additional effects for the more accurate stochastic treatments\(^{19,52}\) (see concluding remarks).

**Intragenic Recombination Effects for a Recent and Moderate Sweep**

We used realistic values of intragenic recombination rate for the simulations under the selective sweep model ($4Nr=5$ per locus, matching roughly 1kb in genomic regions with intermediate recombination rate in *Drosophila*). Computing confidence intervals using a model without intragenic recombination is conservative in the direction of an excess of haplotype structure (deficit of $K$, $H$, excess of $HP$, $Z_{wS}$), as recombination tends to increase the number of haplotypes. Frequency spectrum statistics are conservative in both directions in respect to intragenic recombination, as it does not affect the expectation of these statistics, and reduces the variance of all statistics.\(^{34}\) Hence, such approach probably represents a safe procedure in practical situations.

As computed using this procedure, the effects of intragenic recombination on the power of the tests are minor (compare Fig. 6a with Fig. 3c), the $Z_{wS}$ test being the most affected
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(reduced power). Even if recombination is frequent before the sweep, only a few haplotypes survive the sweep through recombination into the advantageous background and increase in frequency thereafter. Such a moderate sweep has to be recent to be detected even in the absence of recombination as mutations that occur after the event tend to obscure the signature of the sweep (Fig. 4a). Therefore, recombination has little time to disrupt the haplotype structure during and after the sweep. This contrasts with the results of Wall34 for a model of structured population, where there is plenty of time for recombination to disrupt the haplotype structure. In fact, in the presence of recombination the power of most tests is slightly increased. This may reflect the reduction of the variance of the statistics in the presence of recombination. For moderately distant sweeps with recombination, there is no noticeable acceleration of the decay in power with the age of the event (compare Fig. 4b with Fig. 4a). [Note that the order in which the curves with and without recombination cross the Y axes depends largely on the genetic distance considered.] The accelerated decay effect can be substantial only if the \( N_r \) value is of a higher order of magnitude than \( \theta \) (results not shown), which seems to be a rare situation in biological systems.

Figure 4. Power of several neutrality tests as a function of the age of a moderately distant sweep (C+4Nr=600). Other parameters are same as for the (Fig. 3c). a) Without intragenic recombination (4Nr=0); b) With intragenic recombination (4Nr=5; 10,000 runs per data point; curves for the directions that are nonconservative with respect to recombination are not shown).
On the other hand, if we knew the exact recombination rate parameter of the population, we could use coalescent simulations with recombination and condition the tests on this recombination rate value. Conditioning on this parameter values increases the power of the tests as it diminishes the probability of observing so few haplotypes and reduces the variance of all statistics (Fig. 6b to be compared with Fig. 6a). This is probably an overestimate of the gain that could be obtained in practice, as this parameter value would show some uncertainty, and a lower bound of this parameter should be used for the test to remain conservative.

Concluding Remarks

In the light of the above difficulties, it is advisable to be cautious in applying haplotype tests and interpreting the results they provide. In particular, this concerns dealing with intragenic recombination, and when considering the deviation from neutrality towards deficit or excess of statistics since behavior of many tests is asymmetric. Several alternative hypotheses should be considered and the tests should be used together with other statistics to provide complementary insights. This, however, raises the question of multiple testing.

The issue of distinguishing between bottlenecks and selective sweep type of explanations is discussed more specifically elsewhere. Briefly, considering a single locus, the distribution of haplotypes differs between the two processes for moderate perturbations. During hitchhiking with recombination, one peculiar lineage, originally carrying the advantageous mutations, increases in frequency more drastically than other lineages (Fig. 1b). As a result, selective sweep predicts one major family of lineages and a few rare variants, thereby increasing the power of \( H \) and \( HP \) as compared to the bottleneck case. However, the haplotype frequency effects could arise from many different phenomena and it may be unwise to rely exclusively on such an
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The most obvious way to distinguish hitchhiking and bottlenecks is through multilocus comparisons: unlike bottlenecks, which are expected to affect all loci to a similar extent, selective sweeps are expected to affect different loci to various degrees, depending on their level of linkage with the selected loci. This is the basis of the HKA neutrality test which compares the ratio of polymorphism to divergence for several loci and thus in principle distinguishes between the selective effects and the alternative demographic explanations such as bottlenecks, provided that the sampling schemes for the different loci are consistent. While this type of evidence appears intuitively reasonable, the neutral assumption of a panmictic population of constant size may not be conservative with regard to bottlenecks or population structure effects, which are highly stochastic and may produce very different patterns on various loci. It may thus be necessary to explicitly implement the models of the bottleneck and of the selective sweep and to compare the two with, for example, likelihood ratio tests.

The lineage effect described above for a given locus also impacts the frequency spectrum of mutations, which shifts towards an excess of rare mutations, and especially those of ancestral origin, under hitchhiking with recombination (Fig. 1b). This property is used in the neutrality test proposed by Fay and Wu, with assumption that the ancestral state of variants can be inferred from an outgroup because the proportion of homoplasies at this interspecific level is considered low as compared to the proportion of rare—presumably ancestral—variants (which itself remains generally low). The expected proportion of homoplasies is usually computed assuming a simple mutational model, without codon bias, transition-transversion bias or heterogeneity.

Figure 6. Power of several neutrality tests in the presence of intragenic recombination (4Nr = 5) as a function of the genetic distance from the selected site (actually, the intragenic recombination rate is included in this distance, which sets a lower bound for the minimum X value used). 10,000 runs were used for each data point in the power simulations. Other parameters are same as for the (Fig. 3c). Curves for the directions that are nonconservative with respect to recombination are not shown. a) Tested assuming no recombination. b) Tested conditioning on the actual recombination rate.
ergenecity of the neutral mutation rate along the sequence. As these assumptions are not conservative, when the null hypothesis is rejected, potential alternative explanations include mutational effects.55

The hitchhiking model that we use also shows some limitations. The change in frequency of the advantageous mutations is modeled with a deterministic approximation. In a population of finite size, allele frequency trajectories are highly stochastic when the frequency is close to the extreme values (soon after the occurrence of the advantageous mutation and when it is close to fixation). These stochastic periods represent a substantial fraction of the duration of selective stage. Such drift effects tend to shorten the selective stage and, therefore, to enhance the hitchhiking effect. Most advantageous variants would disappear by drift soon after their occurrence, and the variants that would proceed to fixation tend to be the ones which, by chance, increase more rapidly in frequency in their early stages. When at high frequency, an advantageous mutant goes to fixation earlier than predicted, simply because the fixation is an absorbing boundary. As for the genealogy of \( n \) genes, we expect these effects to be small.53

These ranges of frequency are similar to the neutral stage: most lineages are in the common genetic background (e.g., in the neutral background when the advantageous mutant is still at low frequency); their probability of common ancestry is thus little affected and their probability of transition from one background to the other is low (proportional to \( x \) in the above case).

Finally, while surveys addressing the properties of statistics provide useful qualitative and quantitative clues, they are generally biased in several ways, especially when derived from simulation studies. It is not clear to what extent the models chosen and the set of parameter values used are relevant or primarily reflect the expectations of the authors. Furthermore, the same authors often propose a statistics and also assess its properties (the present chapter included!), thus raising the question of nonindependence of the survey.

In conclusion, haplotype statistics can show high power in various circumstances, including hitchhiking effects, especially in the case of incomplete hitchhiking, and they may complement other kinds of information. Perhaps the best evidence of the relevance of haplotype statistics is the frequency of their use on actual datasets.17,18,24,29,46,47,51,56-58
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A Novel Test Statistic for the Identification of Local Selective Sweeps Based on Microsatellite Gene Diversity

Christian Schlötterer and Daniel Dieringer

Genome wide population surveys have recently been established as a promising approach for the identification of genomic regions subject to directional selection. Nevertheless, the analysis of multiple markers requires novel approaches for the identification of selection. In this report we introduce a new test statistic, lnRH, which is based on the relative gene diversity in two populations. Similar to the previously introduced lnRV test statistic, the distribution of lnRH captures the demographic history of the populations as well as variation in microsatellite mutation rates among loci. Using coalescent based computer simulations we demonstrate that the lnRH test statistic has a higher power than lnRV. Secondly, using lnRH and lnRV jointly, we show that the number of false positives (type I error) can be reduced by a factor of three.

The question of how populations adapt to their environment has been a long-standing dispute in biology. After numerous allozyme and chromosomal inversion studies, the advance of molecular biology allowed the analysis of candidate genes. Although this approach has greatly advanced our current understanding of selection, it has certain limitations for the characterization of adaptation events. Probably the greatest shortcoming of such a candidate gene approach is its dependence on a priori information about possible candidate genes. Given our still limited understanding of the molecular basis of adaptation, other approaches are required.

Recent technological advances have provided the opportunity to expand the analysis of single loci to genome wide surveys. One of these approaches focuses on the transcriptome, the entire set of RNAs in an organism. By comparing the expression level in individuals from different populations, it should be possible to identify a set of candidate genes, which may be involved in adaptation. This approach has been successfully used for evolved yeast strains and D. melanogaster lines, which have been subjected to strong selection for positive and negative geotaxis. In addition to technical difficulties posed by tissue- and development-specific expression alterations and by the requirement of large expression differences for successful detection, this approach suffers from shortcomings that were also noted for phenotypic characters.

Alternatively, adaptation could be studied by exploiting general principles of population genetic: (1) unless lost by genetic drift, beneficial mutations are expected to spread through a population until they become eventually fixed; (2) such a spread of a beneficial mutation leaves characteristic traces at the selected site and its flanking region. Hence, genome scans surveying
patterns of variability in natural populations adapted to different environments could serve as a tool for the identification of genomic regions bearing a beneficial mutation. While the molecular tools are well-developed to perform such genome scans, only a few test statistics have been developed for this purpose (reviewed in ref. 8).

Their high polymorphism, and straightforward and cost-effective analysis made microsatellites the markers of choice for a recent series of genome-wide scans for genomic regions bearing a beneficial mutation. Nevertheless, the interpretation of microsatellite polymorphism is often complicated by a locus specific mutation rate. This heterogeneity in mutation rate can be accounted for by analyzing the ratio of the observed variance in repeat number at each locus. As all loci have the same expectation, irrespective of their mutation rate, it is possible to identify loci which differ significantly from the remainder of the genome. This lnRV test statistics suffers from two disadvantages: (1) the variance in repeat number has a very large variance, which reduces the power to detect selected loci; (2) depending on the \( \alpha \)-level and on the number of loci analyzed, the number of false positives can be quite large.

Here, we extend the approach of Schlötterer by using gene diversity rather than variance in repeat number as an estimator of variability. We show that lnRH has a higher power to identify selected loci than lnRV and that the joint consideration of lnRH and lnRV reduces the number of false positives about three-fold.

**Material and Methods**

**Computer Simulations**

We used standard coalescent simulations\(^{17}\) to simulate the allele distribution in two populations. The original C code was modified to account for the stepwise mutation process of microsatellites. After simulating the number of mutations occurring on a given branch, they were converted into microsatellite mutations by adding or removing (with equal probabilities) one repeat unit for each mutation. All simulated loci were assumed to be independent (unlinked). If not designated otherwise, we made the standard assumptions of the coalescent process, such as neutrality, constant population sizes and panmixia.

Between 100 and 10,000 loci were simulated for two independent populations using the unbiased stepwise mutation model.\(^{18}\) For each locus the lnRH and lnRV test statistic was calculated. When variation in microsatellite mutation rate was incorporated in the simulations, the mutation rates varied by a factor of 10 drawn from a uniform distribution. For those simulations, mean \( \theta \)-values are reported (\( \theta = 4N_e \mu \)). For a subset of simulations we used the more general two-phase mutation model\(^{19}\) rather than the strict stepwise mutation model. The two-phase mutation model assumes that a certain fraction of mutations encompasses multiple repeat units. The size change for such mutations was drawn from a uniform distribution ranging from 1 to a specified maximum.

We simulated two demographic models, population bottleneck and population expansion, as outlined in Hudson\(^{17}\) by assuming an instantaneous change in population size. The demographic model is specified by the factor \( f \) by which the population size changes and the time \( t \) (in \( 4N_e \) generations) when the demographic event occurs.

To determine the power of the lnRV and lnRH test statistics, we modified the neutral coalescent simulations. 100 loci were simulated for each parameter set and one of the loci was assumed to be linked to a genomic region subjected to a selective sweep. Simulations of this locus were based on a reduction in population size at a given time interval. The intensity of the selection and distance to the selected site were jointly considered by specifying the magnitude of the reduction in population size. The remaining loci were simulated under the standard coalescent model.
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Test Statistics

Variability at a given microsatellite locus could be either measured by the variance in repeat number (V=2N_0μ) or gene diversity (H=1−(1)/(√1+8N_0μ)). Schlötterer\textsuperscript{14} used the variance in repeat number to design a test statistic lnRV

\[
\ln \left[ E(RV) \right] = \ln \left[ \frac{1}{2} \frac{\theta_{\text{Pop}}}{1 + \frac{1}{4} \text{H}_{\text{Pop}}} \right] = \ln \left[ \frac{\left( \frac{2N_0\mu}{2N_0\mu + \mu} \right)}{\left( \frac{2N_0\mu}{2N_0\mu + \mu} \right)} \right] = \ln \left[ \frac{\left( \frac{2N_0\mu}{2N_0\mu + \mu} \right)}{\left( \frac{2N_0\mu}{2N_0\mu + \mu} \right)} \right] = \ln \left( \frac{1}{\left( \frac{2N_0\mu}{2N_0\mu + \mu} \right)} \right) \tag{1}
\]

The corresponding test statistic for gene diversity lnRH is calculated as:

\[
\ln \left[ E(RH) \right] = \ln \left[ 1 + \frac{\left( \frac{1}{1 - \text{H}_{\text{Pop}}} \right)^2 - 1}{8\mu} \right] = \ln \left[ \frac{1}{\left( \frac{1}{1 - \text{H}_{\text{Pop}}} \right)^2 - 1} \right] \tag{2}
\]

It has to be noted that equation 1 and 2 are only approximations, and the delta method\textsuperscript{20} performs better. Nevertheless, Schlötterer\textsuperscript{14} showed that the differences are minor, thus we used equation 1 and 2.

Some simulations resulted in monomorphic samples, in particular for low θ-values. In these cases neither lnRV nor lnRH would be defined, therefore we substituted one allele in the study for an allele which differed by one repeat unit. We have chosen this approach as the most conservative correction possible. Furthermore, it has the advantage that it also accounts for differences in sample size. Alternatively, a small value could be added to monomorphic samples, but the choice of the value is rather arbitrary—and thus also an associated significance level. For this study we therefore preferred the first approach.

Both test statistics lnRV and lnRH can be assumed to be independent of the mutation rate of the microsatellite, and all loci have the same expectation for each of the two statistics. Nevertheless, genetic drift results in some variation of coalescent times among the loci studied. Schlötterer\textsuperscript{14} showed that for a wide range of parameters the distribution of lnRV values could be approximated by a Gaussian distribution. To evaluate the shape of the lnRH distribution we followed the outline of Schlötterer.\textsuperscript{14} First a nonparametric Kolmogorov-Smirnov test was used to evaluate the distribution of 1,000 simulated lnRH values. Second, a “tail” test was performed on the same data set (see Schlötterer ref. 14 for details).

Results

Verification of the lnRH Test Statistic

In order to use the lnRH test statistic analogous to lnRV, it is important that the lnRH values are normally distributed. We used standard coalescent simulations to determine the distribution of lnRH values under a range of evolutionary scenarios.

Dependence on Mutation Rate and Model

We performed computer simulations using a broad range of θ-values and found that the distribution of lnRH values was well approximated by a normal distribution. In addition, when different θ-values were assumed for both populations, no deviation from a normal distribution was detected (Table 1). As microsatellite mutation rates have been found to differ substantially among loci,\textsuperscript{15,16} we also tested whether variation in mutation rate affects the normal distribution of lnRH. To account for heterogeneity in mutation rates, θ-values were drawn from a uniform distribution resulting in an up to 10-fold increase in mutation rate, hence θ is
the expectation of the \( \theta \)-values used for the simulations. No significant deviation from a normal distribution was detected (Table 1).

The simplest model of microsatellite evolution assumes that gains and losses of single repeat units occur with the same frequency. Experimental evidence, however, suggests that microsatellite mutations could encompass more than a single repeat unit (two-phase model). We investigated the influence of a more general microsatellite mutation model on the distribution of \( \ln RH \) values. Mutation step sizes were drawn from a uniform distribution. For a broad range of parameters, no deviation from a normal distribution of \( \ln RH \) values could be detected (Table 2).

### Demography

We used two simple models of demography to test the behavior of the \( \ln RH \) test statistic: a recent bottleneck and population expansion in one of the two populations, while the other population remained at constant size. For the simulation runs that assumed recent bottlenecks and a low mutation rate, we found a significant deviation from a normal distribution (Table 3). This deviation can be attributed to a large number of invariant loci. Note that for \( \ln RV \) no significant deviation from a normal distribution was observed, even for recent bottlenecks, while Schlötterer (2002) noted a deviation from a normal distribution. This apparent discrepancy results from the different treatment of monomorphic loci. Irrespective of this treatment, both \( \ln RH \) and \( \ln RV \) in general should not be applied to data sets that contain a large number of monomorphic loci.

### Table 1. Variance of  \( \ln RH \) and \( \ln RV \) for different \( \theta \)-values based on computer simulations of 10,000 loci in two neutrally evolving populations

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.15*</td>
<td>1.53*</td>
</tr>
<tr>
<td>5</td>
<td>0.90*</td>
<td>1.48*</td>
</tr>
<tr>
<td>10</td>
<td>0.70*</td>
<td>1.39*</td>
</tr>
<tr>
<td>50</td>
<td>0.49*</td>
<td>1.34*</td>
</tr>
<tr>
<td>5/500</td>
<td>1.64*</td>
<td>1.82*</td>
</tr>
<tr>
<td>500/5</td>
<td>0.60*</td>
<td>1.38*</td>
</tr>
<tr>
<td>1</td>
<td>0.61*</td>
<td>1.36*</td>
</tr>
</tbody>
</table>

* No significant deviations from normal distribution by tail test (\( P > 0.2 \)) and Kolmogorov-Smirnov test (\( P > 0.3 \))

### Table 2. Variance of  \( \ln RH \) and \( \ln RV \) for different \( \theta \)-values based on computer simulations of 10,000 loci in two neutrally evolving populations

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.90*</td>
<td>1.48*</td>
</tr>
<tr>
<td>0.2</td>
<td>0.95*</td>
<td>1.69*</td>
</tr>
<tr>
<td>0.4</td>
<td>0.86*</td>
<td>1.60*</td>
</tr>
</tbody>
</table>

\( \theta = 5 \) (in both populations). * No significant deviations from normal distribution by tail test (\( P > 0.2 \)) and Kolmogorov-Smirnov test (\( P > 0.3 \))

\( K \) is the probability of mutation encompassing more than one repeat unit, and \( S \) is the upper boundary of size change by a single mutation event. \( \theta = 5 \) (in both populations). * No significant deviations from normal distribution by tail test (\( P > 0.2 \)) and Kolmogorov-Smirnov test (\( P > 0.3 \))
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Some simulations of a population expansion (Table 4) also failed the tail-test. A closer inspection of the distribution of \( \ln RH \) values indicated a systematic surplus of positive \( \ln RH \) values, while fewer than expected negative \( \ln RH \) values were observed (data not shown). This suggests that the \( \ln RH \) test statistic is conservative for the identification of selective sweeps in the expanded population, but not for the population which remained at constant size. Despite being not statistically significant, \( \ln RV \) shows the opposite trend (in particular for large \( \theta \)-values, data not shown).

### Comparison between \( \ln RV \) and \( \ln RH \)

As shown above, \( \ln RH \) follows a normal distribution over a wide range of parameters—similar to \( \ln RV \). Hence, the interesting question is, which test statistic is better suited for the identification of loci linked to a selected site. As loci subjected to a selective sweep are expected to be located outside of the distribution of the remaining neutrally evolving loci, the test will have more power if the variance of the test statistic is small.

#### Table 3. Variance of \( \ln RH \) and \( \ln RV \) when one population had passed through a bottleneck

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
</tr>
</thead>
<tbody>
<tr>
<td>No bottleneck</td>
<td>1.15</td>
<td>1.53</td>
<td>0.90</td>
<td>1.48</td>
<td>0.70</td>
<td>1.39</td>
<td>0.49</td>
<td>1.34</td>
</tr>
<tr>
<td>( t=0.1 )</td>
<td>1.74</td>
<td>1.48</td>
<td>1.14</td>
<td>1.17</td>
<td>0.75</td>
<td>1.03</td>
<td>0.43</td>
<td>0.94</td>
</tr>
<tr>
<td>( t=0.05 )</td>
<td>2.10</td>
<td>1.74</td>
<td>1.43**</td>
<td>1.39</td>
<td>0.91</td>
<td>1.15</td>
<td>0.47</td>
<td>1.02</td>
</tr>
<tr>
<td>( t=0.01 )</td>
<td>3.15***</td>
<td>2.59</td>
<td>2.44****</td>
<td>2.16</td>
<td>1.40</td>
<td>1.56</td>
<td>0.58</td>
<td>1.24</td>
</tr>
</tbody>
</table>

A total of 10,000 microsatellite loci were simulated for two populations and \( f \) (factor by which the population expanded) was set to 0.1. \( t \) time (in \( 2N_e \)) elapsed since the bottleneck. Significant deviations from normal distribution: ** \( P<0.05 \) tail test; *** \( P<0.05 \) Kolmogorov-Smirnov test; **** \( P<0.05 \) Kolmogorov-Smirnov test and tail test.

#### Table 4. Variance of \( \ln RH \) and \( \ln RV \) with one recently expanded population

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
<th>( \ln RH )</th>
<th>( \ln RV )</th>
</tr>
</thead>
<tbody>
<tr>
<td>neutral</td>
<td>1.15</td>
<td>1.53</td>
<td>0.90</td>
<td>1.48</td>
<td>0.70</td>
<td>1.39</td>
<td>0.49</td>
<td>1.34</td>
</tr>
<tr>
<td>( t=0.1, f=10 )</td>
<td>1.04**</td>
<td>1.38</td>
<td>0.81**</td>
<td>1.30</td>
<td>0.63</td>
<td>1.22</td>
<td>0.47**</td>
<td>1.21</td>
</tr>
<tr>
<td>( t=0.1, f=100 )</td>
<td>0.75**</td>
<td>0.99</td>
<td>0.59</td>
<td>0.91</td>
<td>0.46</td>
<td>0.86**</td>
<td>0.59</td>
<td>0.91**</td>
</tr>
<tr>
<td>( t=0.01, f=10 )</td>
<td>0.75</td>
<td>0.96</td>
<td>0.60</td>
<td>0.91</td>
<td>0.48</td>
<td>0.88</td>
<td>0.35</td>
<td>0.85</td>
</tr>
<tr>
<td>( t=0.01, f=100 )</td>
<td>0.62</td>
<td>0.81</td>
<td>0.49</td>
<td>0.75</td>
<td>0.38</td>
<td>0.73</td>
<td>0.27</td>
<td>0.71</td>
</tr>
</tbody>
</table>

A total of 10,000 microsatellite loci were simulated for two populations. \( t \) time (in \( 2N_e \)) since the expansion; \( f \) factor by which the population expanded. Significant deviations from normal distribution: ** \( P<0.05 \) tail test. No deviation from normality was detected by the Kolmogorov-Smirnov test.
Influence of Sample Size

The variance of lnRV and lnRH was determined for 10,000 microsatellite loci using different sample sizes. While both test statistics had a larger variance for small sample sizes, lnRH consistently had a smaller variance than lnRV (Fig. 1). Note that our preset condition of the presence of at least two different chromosomes in a sample has a particularly pronounced effect for small sample sizes: the minimal variance in repeat number in a sample of 10 is 0.1, while in a sample of 100 it is 0.01.

Statistical Power

For a direct comparison of the statistical power of lnRH and lnRV, we simulated 100 microsatellite loci, of which 99 evolved neutrally and one was assumed to be linked to a selected site. For each of the test statistics, the $\theta$-values used in the computer simulations had only a very limited influence on the power of the tests (Table 5). Consistent with previous studies, we found that the power to detect older sweeps was lower, and that sweeps resulting in a stronger reduction in effective population size were easier to detect (Table 5). Interestingly, irrespective of the parameters used for the computer simulations, the lnRH test had a significantly higher power. The superiority of the lnRH test statistic became even more apparent when a more general mutation model was considered. While the power of the lnRV test statistic decreased under the two-phase model, almost no difference in power was noted for the lnRH test statistic (Table 6).

Joint Analysis of lnRH and lnRV

Gene diversity and variance are two different estimators of variability. As the amount of variability in a population sample is governed by the underlying genealogical structure, one may expect gene diversity and variance to be highly correlated. To test this, we determined the correlation between lnRH and lnRV using a set of neutrally evolved populations. Table 7 indicates that the two test statistics are not very strongly correlated and only about 70% of the
Table 5. Statistical power of the lnRH and lnRV test statistic measured by the fraction of correctly inferred selected loci

<table>
<thead>
<tr>
<th></th>
<th>(\theta = 3)</th>
<th>(\theta = 5)</th>
<th>(\theta = 10)</th>
<th>(\theta = 50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t_s=0.2, f_s=0.01)</td>
<td>0.37</td>
<td>0.18</td>
<td>0.32</td>
<td>0.16</td>
</tr>
<tr>
<td>(t_s=0.1, f_s=0.01)</td>
<td>0.52</td>
<td>0.35</td>
<td>0.54</td>
<td>0.31</td>
</tr>
<tr>
<td>(t_s=0.05, f_s=0.01)</td>
<td>0.77</td>
<td>0.56</td>
<td>0.82</td>
<td>0.59</td>
</tr>
<tr>
<td>(t_s=0.05, f_s=0.001)</td>
<td>0.8</td>
<td>0.61</td>
<td>0.87</td>
<td>0.62</td>
</tr>
</tbody>
</table>

One locus was subjected to directional selection and 99 loci evolved neutrally. 1000 simulation runs were performed. \(t_s\) = time point when selection occurred; \(f_s\) = factor by which variability was reduced at the selected locus.

Table 6. Statistical power of the lnRH and lnRV test statistic for the two phase model (TPM)

<table>
<thead>
<tr>
<th></th>
<th>(K = 0)</th>
<th>(K = 0.2)</th>
<th>(K = 0.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S = 5)</td>
<td>lnRH</td>
<td>lnRV</td>
<td>lnRH</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>0.59</td>
<td>0.80</td>
</tr>
<tr>
<td>(S = 10)</td>
<td>0.82</td>
<td>0.43</td>
<td>0.79</td>
</tr>
</tbody>
</table>

One locus was subjected to directional selection and 99 loci evolved neutrally. 1000 simulation runs were performed. \(f_s = 0.01\). \(t_s = 0.05\) (see Table 5). See Table 2 for an explanation of \(K\) and \(S\). \(\theta = 5\) (in both populations).

Table 7. Correlation (r) between lnRH and lnRV

<table>
<thead>
<tr>
<th></th>
<th>(\theta = 3)</th>
<th>(\theta = 5)</th>
<th>(\theta = 10)</th>
<th>(\theta = 50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>neutral</td>
<td>0.753</td>
<td>0.726</td>
<td>0.706</td>
<td>0.724</td>
</tr>
<tr>
<td>bottleneck ((0.1, 0.05))</td>
<td>0.875</td>
<td>0.816</td>
<td>0.772</td>
<td>0.766</td>
</tr>
<tr>
<td>expansion ((0.1, 10))</td>
<td>0.782</td>
<td>0.766</td>
<td>0.759</td>
<td>0.752</td>
</tr>
<tr>
<td>TPM ((0.2, 5))</td>
<td>n.d.</td>
<td>0.710</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
<tr>
<td>TPM ((0.2, 10))</td>
<td>n.d.</td>
<td>0.601</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
</tbody>
</table>

n.d. = not determined, for simulations assuming a demographic change values in brackets indicate \(t_s\) and \(f_s\) (see Table 5). TPM= two phase model, values in brackets are \(K\) and \(S\) (see Table 2).
variation could be explained by the correlation between $\ln RH$ and $\ln RV$. This suggests that the two test statistics are measuring, at least partially, different properties of the data. Demographic events such as bottlenecks or population expansion resulted in a slightly higher correlation between $\ln RH$ and $\ln RV$ (Table 7).

In principle, both test statistics $\ln RV$ and $\ln RH$ have a type I error of 5%. Thus, in a microsatellite screen of 100 loci, five loci will be identified as putative targets of selection. We were interested to test, whether this high number of false positives could be reduced when $\ln RH$ and $\ln RV$ are considered jointly. Table 8 indicates the fraction of loci which were identified to be significant ($\alpha=0.05$) for both $\ln RV$ and $\ln RH$. Interestingly, the number of false positives was reduced about three-fold.

To further evaluate the combined $\ln RH$-$\ln RV$ test statistic, we determined the power of this statistic to detect one selected locus out of 99 neutrally evolving ones. The identical simulation runs were used to determine the statistical power of each of the three test statistics. For an old selective sweep the power of the combined $\ln RH$-$\ln RV$ test statistic was substantially lower than for each of the other two test statistics (Table 9). For strong and recent selective sweeps, however, the combined $\ln RH$-$\ln RV$ test statistic had almost the identical power as $\ln RV$. Despite that $\ln RH$ was the most powerful test statistic, the advantage of the combined $\ln RH$-$\ln RV$ test is that the number of false positives is reduced by a factor of three.

**Table 8. Fraction of loci which are significant for both test statistics $\ln RH$ and $\ln RV$**

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\theta=3$</th>
<th>$\theta=5$</th>
<th>$\theta=10$</th>
<th>$\theta=50$</th>
<th>$\theta=5$</th>
<th>$\theta=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPMa</td>
<td>1.8%</td>
<td>1.4%</td>
<td>1.5%</td>
<td>1.6%</td>
<td>1.4%</td>
<td>1.5%</td>
</tr>
<tr>
<td>TPMb</td>
<td>1.6%</td>
<td>1.6%</td>
<td>1.6%</td>
<td>1.5%</td>
<td>1.6%</td>
<td>1.8%</td>
</tr>
</tbody>
</table>

A total of 10,000 microsatellite loci were simulated for two populations, TPMa= two phase model with $K=0.2$, $S=5$, TPMb= two phase mutation model with $K=0.4$, $S=10$ (see Table 2).

**Table 9. Power of $\ln RH$, $\ln RV$ and the combined test statistic (CRHV)**

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\theta=3$</th>
<th>$\theta=5$</th>
<th>$\theta=10$</th>
<th>$\theta=50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_S=0.2$, $f_S=0.01$</td>
<td>0.37</td>
<td>0.18</td>
<td>0.14</td>
<td>0.32</td>
</tr>
<tr>
<td>$t_S=0.1$, $f_S=0.01$</td>
<td>0.52</td>
<td>0.35</td>
<td>0.31</td>
<td>0.54</td>
</tr>
<tr>
<td>$t_S=0.05$, $f_S=0.01$</td>
<td>0.77</td>
<td>0.56</td>
<td>0.54</td>
<td>0.82</td>
</tr>
<tr>
<td>$t_S=0.05$, $f_S=0.001$</td>
<td>0.80</td>
<td>0.61</td>
<td>0.59</td>
<td>0.87</td>
</tr>
</tbody>
</table>

One locus was subjected to directional selection and 99 loci evolved neutrally. 1000 simulation runs were performed. See Tables 3, 4 for an explanation of $t, f$. 

---

Selective Sweep
Discussion

We have introduced a new test statistic (lnRH) for the detection of genomic regions subjected to a recent selective sweep. Similar to the previously introduced lnRV test statistic, lnRH follows a Gaussian distribution for a broad range of parameters. The principle of both test statistics is that the occurrence of a recent selective sweep is expected to reduce variability at a microsatellite locus linked to the selected site, but other regions of the genome should not be affected. Hence, for both test statistics a selected locus is expected to have a lnRV or lnRH value that differs significantly from the remainder of the genome. Using the density function of the Gaussian distribution, it is possible to determine the probability that a locus differs from the remainder of the genome by chance. One very attractive property of both statistics is that the distribution of the test statistic captures the demographic history of the population. The largest caveat of both test statistics is that when a large number of loci are scored even for a neutrally evolving population, a large number of putative candidate loci will be identified.

While this problem could be accounted for by adjusting the experiment-wise error rate $\alpha$, standard procedures such as a Bonferroni correction are extremely conservative resulting in a large type II error (false negatives).

The new lnRH test statistic offers the advantage of a smaller variance than lnRV, which significantly increases the power of the lnRH test statistic. Thus, a Bonferroni correction applied to lnRH results in a smaller type II error than for the lnRV test statistic. To further decrease the type I error, we jointly applied the lnRV and lnRH test to the same data set. Only if a microsatellite was identified as a significant outlier by both test statistics, was this locus considered to deviate from neutral expectations. Using this strategy, we observed approximately a three-fold reduction in rate of false positives.

For species with a fully sequenced genome, it is possible to verify a putative selective sweep by the analysis of flanking microsatellites and DNA sequencing. For nonmodel organisms, however, this strategy is not feasible. In such cases the combined lnRH-lnRV test statistic could provide some additional confidence on microsatellite loci deviating from the remainder of the genome. Nevertheless, note that deviations from the strict stepwise mutation model affect both test statistics differently, precluding the routine use of the combined lnRH-lnRV test statistic.
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The genetic basis of adaptive evolution has long escaped the grasp of evolutionary geneticists due to the difficulty of mapping an organism’s phenotype to its genotype. However, adaptive substitutions may also be identified by their effects on linked neutral variation. This has made it possible to test whether an adaptive substitution has recently occurred in a particular gene and whether such substitutions are common within an organism’s genome. Of critical importance is the power of tests that detect adaptive substitutions and our confidence in the evidence for such events.

Adaptive substitution can be detected by their effects on levels and patterns of DNA polymorphism. With few exceptions all tests compare some feature of observed polymorphism data with that expected under a Wright-Fisher neutral model. This model assumes mutations arise in a diploid population of size $N$ with probability $\mu$ per generation, mating is random, there is no selection, there is no population structure, population size is constant, there are nonoverlapping generations, and the population is at mutation-drift equilibrium. Although it is true that natural populations violate most of these assumptions, the neutral model is often sufficient to describe most features of polymorphism data obtained from natural populations. This is in part due to the fact that slight violations of these assumptions do not cause large deviations from the neutral expectation and in part because under neutrality nearly all features of polymorphism data are expected to be quite variable.

In this chapter we describe how various aspects of polymorphism data can be used to detect the effect of positive selection on linked neutral variation, or the hitchhiking effect. We also compare these methods, with respect to their power to detect hitchhiking and their sensitivity to violations of the Wright-Fisher model.

Reduction in Levels of Variation

The primary effect of positive selection on linked neutral variation is a reduction in heterozygosity (Fig. 1). In the absence of recombination, variation is steadily removed by hitchhiking or the spread of an advantageous allele through a population. Subsequent to hitchhiking variation is slowly regained by the drift of new mutations to detectable frequencies. When selection is strong the advantageous allele is fixed in approximately $\ln(2N)(2/s)$ generations, compared to a neutral allele which is expected to take $4N$ generations, where $N$ is the effective population size and $1/2N$ is the initial frequency of the advantageous mutation. Subsequent to a hitchhiking event most variation is regained within $4N$ generations.
Selective Sweep

In the presence of recombination, the reduction in heterozygosity is a function of the ratio of the rate of recombination to the selection coefficient, \( c/s \), and the initial frequency of the advantageous mutation, assuming the spread of the advantageous mutation is deterministic. This assumption is justified when the frequency of an advantageous mutation is greater than \( \varepsilon \) but less than \( 1-\varepsilon \), where \( \varepsilon \) is the frequency at which the probability the advantageous mutation is lost is nearly zero, i.e., \( (1-2s)^2N\varepsilon e^{-4Ns\varepsilon} \approx e^{-4Ns\varepsilon} \approx 0 \), where 1, 1+\( s \) and 1+2\( s \) are the fitnesses of genotypes aa, Aa and AA, respectively. Various approximations have been made to account for the hitchhiking dynamics below \( \varepsilon \) and above \( 1-\varepsilon \), but if selection is strong, the stochastic phase of the hitchhiking event does not have much influence on the time to fixation. However, it should be noted that recombination events that occur when the advantageous mutation is rare can have a large effect on the reduction in heterozygosity at a nearby locus. Thus, even a slight change in the time spent between \( 1/2N \) and \( \varepsilon \) is expected to magnify or reduce the effects of recombination on hitchhiking.

A reduction in heterozygosity can be used as evidence for hitchhiking. The HKA test detects a reduction in heterozygosity at one locus compared to a reference locus, and the test has been applied to many genes in *Drosophila melanogaster*. Although the test accounts for different mutation rates at different loci within the genome, the results can be difficult to interpret since the significance of the test varies depending on which “neutral” locus is used as a reference. The HKA test is also sensitive to population subdivision, which increases the variance in heterozygosity across the genome, and to purifying selection which is expected to reduce levels of variation as a function of the recombination rate and of the rate of deleterious mutations. More compelling arguments for hitchhiking can be made by showing a local reduction in variation along a chromosome (as shown in Fig. 1). This has been done for the *Acp26Aa*, *Sod* and *Sdic* genes in *D. melanogaster*. However, even under a neutral model, a local reduction in levels of variation may be observed due to the large evolutionary

Figure 1. Heterozygosity as a function of \( c/s \) for the deterministic approximation of Maynard-Smith and Haigh, eq. 8 = 1-e\( ^{2s/c} \) (solid line), the deterministic approximation of Stephan et al, eq. 17 (dashed line), and for 10\(^4 \) coalescence simulations (circles). Simulation parameters are \( 2N = 10^8 \), \( s = 10^{-3} \), \( \varepsilon = 10^{-6} \), where \( \varepsilon \) is the initial frequency of the advantageous mutation.
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variance in the time to the most recent common ancestor. The difficulty lies in determining how large a region and how great of a reduction in levels of variation cannot be explained by a neutral model. Kim and Stephan have developed a maximum likelihood method to test for hitchhiking based on polymorphism sampled along a chromosome. The test is based on both a reduction in levels of variation and a skew in the frequency spectrum.

Skew in the Frequency Spectrum

The effect of hitchhiking on the frequency spectrum depends on the ratio of the recombination rate to the selection coefficient, the initial frequency of the advantageous mutation, and most importantly on the time since the start (or end) of the hitchhiking event. During the spread of an advantageous mutation, neutral mutations are swept to either low or high frequency depending on their original linkage relationship with the advantageous mutation. In the absence of recombination, a partial hitchhiking event (where the advantageous mutation does not reach fixation), can be detected by a single mutation or haplotype present at a much higher frequency than expected under a neutral model (see below). If there is no recombination and hitchhiking is complete, all variation is removed from a locus.

A skew in the frequency spectrum can also be produced as an indirect byproduct of removing all variation from a locus. Subsequent to hitchhiking, new mutations accumulate at low frequency in a population and it takes some time before they drift to intermediate or high frequencies. This skew in the frequency spectrum towards low frequency variation can be measured by Tajima's D statistic. Tajima's D is the difference between two estimators of the population parameter $\theta$ divided by the standard deviation of the difference. Under the Wright-Fisher model the expectation of $\theta$ is equal to $4N\mu$, where $N$ is effective population size and $\mu$ is the mutation rate. The two estimators are

$$\theta_s = \frac{\sum_{i=1}^{n-1} 2S_i (n-i)}{n(n-1)}$$

which is based on the average heterozygosity and

$$\theta_w = \frac{S}{\sum_{i=1}^{n-1} (\sum_{j=1}^{n-i} 1)^{-1}}$$

which is based on the number of segregating sites divided by a constant, which depends on the sample size $n$. $\theta_s$ is most sensitive to intermediate frequency variation, whereas $\theta_w$ is most sensitive to rare (low or high frequency) variation. The reasoning is as follows: a single segregating sites at intermediate frequency adds $10 \times (20-10)/(20 \times 19) = 0.26$ to $\theta_s$ whereas a low frequency variant adds much less: $1 \times (20-1)/380 = 0.05$. In contrast, each segregating site contributes equally to $\theta_w$. Since most variation in a population is found at low frequencies $\theta_w$ is easily influenced by changes in the number of low frequency variants.

Under neutrality, the means of two estimators are expected to be equal to one another. Subsequent to a hitchhiking event that has removed all variation $\theta_w$ is expected to be greater than $\theta_s$ until new mutations reach intermediate frequency in a population. Simulation studies of hitchhiking events have shown that Tajima's D has quite a bit of power to detect a strong hitchhiking event 0.2 generations subsequent to the fixation of an advantageous mutation. The advantage of this test is that no assumptions are made about how much variation is expected in a population. The disadvantage of this test, as well as all other tests that use polymorphism data, is that while recombination doesn't affect the mean it does affect the variance of the frequency spectrum and of test statistics based on the frequency spectrum. Recombination decreases the variance since it enables different mutations within a sample to have different
genealogies. While the rate of recombination can be either measured in the lab or estimated from polymorphism data, these estimates rely on a number of assumptions and often have large confidence intervals. The practical solution that is most often taken is to conservatively assume no recombination for the purpose of generation of the cutoff values for a test statistic, or to use a conservative estimate of the recombination rate, typically the lower bound estimate.

A number of other tests, besides Tajima’s D, have been developed to detect hitchhiking based on a skew in the frequency spectrum. Fu and Li’s statistics $D_{FL}$ and $D^*_{FL}$, test for a difference between $\pi$ and $\theta$ estimated from the number of singletons (those mutations found only once in a sample). For $D^*_{FL}$, an outgroup is used to distinguish whether the derived mutation is found once or $n-1$ times in a sample of $n$. To provide a general framework for comparisons between the observed frequency spectrum and the neutral expectation, Fu derived an estimate of $\theta$ for every frequency class in a sample; $\theta_i = iS_i$. Comparison of the frequency based tests showed that Tajima’s D has the most power to detect a hitchhiking event in the absence of recombination.

In the presence of recombination, hitchhiking produces a skew in the frequency spectrum quite different from that in the absence of recombination. In the presence of recombination a neutral variant will increase or decrease in frequency depending on whether it belongs to the same haplotype as the advantageous mutation or not. For a deterministic hitchhiking event, the expected final frequency of a neutral variant depends on the ratio of the rate of recombination to the selection coefficient and on the initial frequency of the advantageous mutation. The end result is that subsequent to a strong hitchhiking event, neutral variation that has recombined into the advantageous haplotype is found at either high or low frequencies and thus forms a bipartite frequency spectrum (Fig. 2). High and low frequency variation refer to

Figure 2. Expected frequency spectrum of sites in a sample of 20 subsequent to a hitchhiking event for different $c/s$ values. Parameters are $10^4$ coalescence simulations, $2N = 10^8$, $s = 10^{-3}$, $\theta = 5$, sample size is 20.
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the frequency of the derived variant (or new mutation) which is distinguished from the ancestral variant using an outgroup. Subsequent to the hitchhiking event, high frequency variants are lost and new mutations at low frequency accumulate.26-28

The bipartite frequency spectrum produced in the presence of recombination can be detected by Tajima’s D statistic,15 or any other statistic that measures differences between rare and common variation. However, low frequency variation is easily influenced by changes in population size and by background selection (see below). On the other hand, an excess of high frequency as compared to common frequency variation cannot easily be produced by demographic scenarios (see below). \( \theta_H \) is a measure of high frequency variation and is based on the homozygosity of the derived variant.

\[
\theta_H = \sum_{i=1}^{n} \frac{2S_i j^2}{n(n^2-1)}
\]  

(3)

The H test is the difference between \( \theta_k \) and \( \theta_H \), and is therefore a test for an excess of high frequency as compared to intermediate frequency mutations.15 Because an outgroup must be used to distinguish between high and low frequency mutations, the probability of mis-inference must be incorporated into applications of the H test. The derived state can be mis-inferred if a reverse mutation occurs at a site. If all sites have the same mutation rate and thus the same probability of a reverse mutation, the probability of mis-inference can be estimated by \( d/3 \), where \( d \) is the rate of divergence corrected for multiple hits and 1/3 is the probability that a mutation is a reverse mutation, A to T, rather than A to G, when A and T are segregating.15 Differences in the rate of transitions and transversions or other mutational biases can also be incorporated.15

Both Tajima’s D and the H test have good power to detect hitchhiking in the presence of recombination (Fig. 3). In contrast to D the power of H drops rapidly after the hitchhiking event since high frequency variants as measured by \( \theta_H \) are readily lost due to drift.26-28 Tajima’s D retains power for much longer due to the influx of new low frequency variation during the recovery from a hitchhiking event (Fig. 3). Because variation is recovered first at low, then intermediate, and then high frequencies, a test for a lack of high frequency variation may retain the most power for the longest period of time subsequent to a hitchhiking event. The difference between \( \theta_H \) and \( \theta_W \), \( H_L \), is a measure of high frequency compared to low frequency variation, and retains power for the longest period of time subsequent to hitchhiking (Fig. 4). This can be explained by \( \theta_H \) being the last of the three estimators of \( \theta \) to reach equilibrium and \( \theta_W \) being the first to reach equilibrium.

Using the expected reduction in heterozygosity in combination with the expected skew in the frequency spectrum in the presence of recombination, Kim and Stephan19 have implemented a maximum likelihood approach to simultaneously test for hitchhiking and to estimate both the location of the advantageous substitution and the strength of selection, given the recombination rate. Although this test appears more powerful than the tests based on different estimators of \( \theta \), it requires precise knowledge of the recombination rate and may be more sensitive to nonequilibrium conditions, since the null and the alternative hypotheses are more precisely specified. Yet, it should be noted that the robustness of all tests to violations of the assumptions of the Wright-Fisher model has not been well characterized (see below). In one of the first attempts to explicitly test selective versus demographic explanations, Galtier et al29 have used a maximum likelihood approach to distinguish selection from a population bottleneck using data from \( Drosophila \) for which multiple loci have been surveyed for polymorphism. The logic behind the test is that a population bottleneck is expected to reduce levels of variation and skew the frequency spectrum across all loci, whereas a hitchhiking event is expected to be specific to only a fraction of loci.
Selective Sweep

Linkage Disequilibrium

Hitchhiking is expected to produce linkage disequilibrium both in the presence and in the absence of recombination.\(^3\) During the spread of an advantageous mutation through a population, a haplotype of very tightly linked neutral variants will increase in frequency until fixation. In some instances a second haplotype may remain segregating at appreciable frequencies (>1%) by recombining onto the advantageous chromosome during the hitchhiking event. Farther away from the site under selection, recombination events allow one or more different haplotypes to recombine onto the advantageous chromosome and thus escape extinction. As the distance to the site under selection increases, so does the number of alleles that escape complete hitchhiking (Fig. 3 of ref. 15). If the rate of recombination is low enough so that there is no recombination within the sequence surveyed, but high enough so that variation remains segregating subsequent to hitchhiking, then a strong haplotype pattern may form where all variation is divided among only a few haplotypes. In the extreme case where only two haplotypes remain segregating, all variation may be in complete linkage disequilibrium. A neutral

Figure 3. A) The expectation of different estimators of θ during and subsequent to hitchhiking. B) The power of the D and H statistics during and subsequent to hitchhiking. The simulation parameters are the same as in Figure 2 except c/s is fixed at 10\(^{-3}\). For each simulated hitchhiking event with at least one segregating site D and H were compared to critical values generated from 10\(^4\) neutral coalescence simulations with a fixed number of segregating sites equal to that observed in the hitchhiking simulation.
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model may not be able to explain the presence of a single haplotype at intermediate or high frequency.\textsuperscript{16,31} In addition to hitchhiking with recombination, a single haplotype could reach high frequency (but not fixation) due to balancing selection, the loss of positive selection during a hitchhiking event, or interference with advantageous or deleterious mutations in the population.\textsuperscript{16,31} The degree to which hitchhiking produces linkage disequilibrium between two alleles can be measured by $r$ (their correlation coefficient) and by $D'$, the difference between the observed and expected (assuming independence) biallelic frequencies in a sample.\textsuperscript{32}

$$r = \frac{f_{AB} - f_A f_B}{\sqrt{f_A f_B (1 - f_A)(1 - f_B)}}$$

$$D' = \frac{f_{AB} - f_A f_B}{\min \{f_A f_B, (1 - f_A)(1 - f_B)\}} \text{ for } D' > 0$$

$$D' = \frac{f_{AB} - f_A f_B}{\min \{f_A (1 - f_B), (1 - f_A) f_B\}} \text{ for } D' < 0$$

where $f_A$ is the frequency of the major allele at the first locus, $f_B$ is the frequency of the major allele at the second locus and $f_{AB}$ is the frequency of the AB haplotype. Strong hitchhiking produces more linkage disequilibrium than expected in the absence of recombination, when
measured by $r$ and $D'$.\textsuperscript{19,26,28} This is true even when some recombination is allowed between the two neutral markers during hitchhiking (Fig. 5). However, previous work has shown that linkage disequilibrium decays rapidly subsequent to hitchhiking.\textsuperscript{28} More work is necessary to distinguish linkage disequilibrium created by demographic effects or selection.

A number of haplotype tests have been developed to detect a high frequency haplotype or a lack of haplotype diversity that may occur during or subsequent to a hitchhiking event. Hudson et al.\textsuperscript{16} developed a test to determine the probability of observing a given number of segregating sites or fewer in a subset of sequences from a sample, and applied this to the Sod locus. The $F_s$ test\textsuperscript{25} is equal to $\ln(S/(1-S))$, where $S$ is the probability of having no fewer than $k$ alleles in a sample given $\theta$.\textsuperscript{33} Depaulis and Veuille\textsuperscript{33} have proposed two tests for an excess of linkage disequilibrium (see also their chapter in this book). One is based on haplotype diversity, and another $K$, is based on the number of haplotypes, and both are conditioned on the number of segregating sites in a sample. $K$ and $F_s$ are only different in that they are conditioned on different estimators of $\theta$.

**Population Subdivision and Changes in Population Size**

The effect of hitchhiking on linked neutral variation in a structured population, or in one that has recently changed its size, is not easily understood. However, in most cases the qualitative dynamics of hitchhiking are expected to be the same; variation is removed from a population producing a skew in the frequency spectrum and a linkage disequilibrium. Hitchhiking in a structured population is particularly difficult to describe since it depends on the number of subpopulations, the migration rates between subpopulations, and the effective size of these subpopulations. When the number of emigrants is less than one per generation, it has been
shown that hitchhiking causes population differentiation as a function of the strength of selection.34 The effect of hitchhiking in a two-dimensional model of isolation by distance has also been studied.8

More important than understanding how hitchhiking is affected by population structure or changes in population size, is how the assumption of a constant panmictic population affects current methods of detecting hitchhiking. If demographic forces produce patterns that resemble hitchhiking, then the rate of erroneously detecting a hitchhiking event (i.e., rate of false positives) may be high. If demographic forces produce a pattern opposite to that of hitchhiking, then the power of detecting hitchhiking (rate of true positives) may be low. For all of the above mentioned tests, the rate of true and false positives is affected by both population subdivision and changes in population size. This results both from the effect of demography on the expectation of statistics such as Tajima’s D, but also from the effect of demography on the variance in D. Selective forces are often distinguished from demographic forces by virtue of fact that the former is expected to be locus specific, while the latter is expected to affect the entire genome. However, if demography has a slight effect on the mean value of a test statistic or only affects the variance of a test statistic, it is likely to remain unnoticed as long as only a few loci across the genome are examined. Thus, it is important to know how changes in population size and population subdivision affect various tests used to detect hitchhiking.

A change in population size affects levels of variation, the frequency spectrum, and linkage disequilibrium. An increase in population size causes an increase in levels of low frequency variation and results in a negative Tajima’s D value, whereas a decrease in population size causes a decrease in levels of low and high frequency variation and leads to positive Tajima’s D.35 The variance in Tajima’s D has been shown to decrease in an expanding population36 and is likely increased in a shrinking population. An increase in population size also causes a decrease in linkage disequilibrium as measured by the $r$ statistic.37

Population structure affects patterns of variation in a much more complicated way. Tajima35 studied a simple model of two demes with balanced migration. In the case where samples are drawn from both subpopulations, the heterozygosity increases faster than the number of segregating sites as the rate of migration decreases, thereby producing positive Tajima’s D values. If samples are drawn from just one of the subpopulations, heterozygosity remains unchanged while the number of segregating sites decreases slightly with intermediate rates of migration, $4Nm = 1$, producing slightly negative Tajima’s D values. In contrast, with unbalanced migration where the rate of migration from one population is 19 times greater than from the other, the number of segregating sites increases faster than heterozygosity as rates of migration decrease, when samples are drawn from both populations. Wakeley12 found the variance in heterozygosity both within and between populations increases with the migration rate for a two subpopulation model with balanced migration. Population subdivision is also known to increases levels of linkage disequilibrium.38

Although few statistics have been tested for sensitivity to different population histories, there are obvious cases in which certain events in a population’s history would mimic hitchhiking. For Tajima’s D and Fu and Li’s $D_{12}$ this would be a recent increase in population size, for the $H$ test—the presence of a rare migrant from a distantly related population or species, and for the haplotype based tests—population subdivision or recent admixture. One case has been studied for the Tajima’s D and for the H test. For a two-subpopulation model with balanced migration where 50 alleles are sampled from a single subpopulation, Tajima’s D is significant in 6% of cases when $4Nm = 1$ and in 9% of cases when $4Nm = 0.5$, whereas the $H$ test is significant in 14% and 19% of cases for $4Nm = 1$ and 0.5, respectively.28 However, under most circumstances the D and H tests would not be applied to a sample from a single isolated population. When sample are drawn from a mixture of subpopulations, the D and the H statistics are likely conservative because subdivision tends to produce an excess of intermediate frequency variation as compared to low frequency variation.
The simplest way of distinguishing demographic from selective effects is by surveying other unlinked loci in the genome. Any demographic perturbation is expected to affect all loci, whereas selection is expected to be specific to only a few loci. Subtle demographic effects, such as an increase in the variance of a statistic, are the most worrisome since they may remain unnoticed in a survey of a small number of genes but may still affect the rate of false positives of a test. Multiple independent lines of evidence, such as a regional reduction in levels of variation in combination with a skew in the frequency spectrum should be used to rule out a demographic explanation.

**Distinguishing Background Selection and Hitchhiking in Regions of Low Recombination**

One of the few genome wide patterns in polymorphism data that cannot be attributed to mutation and drift is the correlation between levels of variation and rates of recombination. This observation has now been made in numerous species, but it is still debated as to its cause. The observation cannot be explained by different mutation rates, because rates of recombination are not correlated with divergence between species. However, there is accumulating evidence for heterogeneity in levels of divergence between two species, suggesting mutation rates may vary across the genome. A question that has not been answered is the extent to which heterogeneity in levels of variation across the genome can be explained by mutational heterogeneities alone. The effect of regional differences in mutation rates across the genome must be accounted for in explaining low levels of variation in regions of low recombination.

Both background selection and recurrent hitchhiking can produce reduced levels of variation in regions of low recombination. With a sufficiently high rate of deleterious mutations per cM, background or purifying selection against deleterious mutations removes linked neutral variation, essentially reducing a population's effective size. With a sufficiently high rate of adaptive substitutions driven by sufficiently strong selection, recurrent hitchhiking events may also maintain low levels of variation across an entire region of low recombination. Tajima’s D statistic is often used to distinguish between background selection and hitchhiking. Simulation studies have shown that recurrent hitchhiking events in the presence of recombination produce an excess of low frequency variants and significantly negative D values. In contrast, simulation studies have shown that background selection produces little or no skew in the frequency spectrum if $Ns$ is sufficiently large, where $s$ is the strength of selection against deleterious mutations. When background selection does affect the frequency spectrum, Fu and Li’s $D$ has the most power to detect it. Numerous polymorphism surveys were conducted in regions of low recombination with the aim of distinguishing background selection from hitchhiking by means of a skew in the frequency spectrum as measured by Tajima’s $D$. However, in many of these cases there was so little variation found that there was no power to detect a significant skew in the frequency spectrum.

If selection is so weak that deleterious mutations reach detectable frequencies (>1%) in a population, these mutations and neutral mutations linked to them are expected to produce an excess of low frequency variation as compared to common variation. Studies of allozyme variation in humans and fruit flies indicate that a large proportion of low frequency amino acid variants are slightly deleterious and that they reach detectable frequencies in a population. By comparing the distribution of amino acid variation to synonymous variation, demographic explanations were ruled out and many of these deleterious mutations were shown to reach frequencies of 1-10% for both humans and D. melanogaster. Forward simulations of purifying selection show that mutations with 2Ns values as small as 6 can reduce levels of variation and produce negative D values in the absence of recombination. The same effect is found when deleterious mutations are gamma distributed and there is no recombination. Thus, at
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least in the absence of recombination, background selection may produce negative D values as long as a sufficient number of slightly deleterious mutations are present.

The H test can be used to distinguish hitchhiking and background selection in regions of low recombination. The H statistic should not be affected by background selection, which only skews the frequency spectrum at low frequencies. In fact, in the presence of background selection hitchhiking may produce a larger excess of high frequency variants compared to intermediate frequency variants than in the absence of background selection. The greater number of high frequency variants is the result of the excess of low frequency variants present prior to hitchhiking. It is these low frequency variants that are swept to high frequencies during hitchhiking. Thus, under the extreme example where only low frequency variants are present in a population, hitchhiking may produce only high frequency variants since all low frequency variants are either swept to high frequency or to frequencies too low to be detected. There are a number of regions where this has been observed. For example, the y-ac region located at the tip of the X chromosome of D. melanogaster shows three high frequency RFLP variants. Similarly, five olfactory receptor pseudogenes in a 450 kb region of the human genome contain predominantly high frequency variants.

To distinguish background selection from hitchhiking the H test must have reasonable power to detect recurrent hitchhiking events. Recurrent hitchhiking is different from a single hitchhiking event since at the start of each hitchhiking event the population is not at equilibrium. In most instances the population is likely recovering from the last hitchhiking event and so should have an excess of low frequency variants. The next hitchhiking event is expected to sweep low frequency variation to high or lower frequencies. Although coalescence simulations show that the H test has little power to detect recurrent hitchhiking events, this has been studied only for very strong selection and infrequent hitchhiking events, thus imposing a limitation on the approach. Under these conditions, the power of detecting hitchhiking using the H test drops quickly subsequent to the fixation of the advantageous mutation. However, as the frequency of hitchhiking events increases, the neutral frequency spectrum may approach a U shaped distribution, which is the expected frequency distribution for mutations under positive selection.

Finally, background selection and hitchhiking may be distinguished in a subdivided population if hitchhiking occurs exclusively or predominantly in only some of the subpopulations. Background selection is expected to have similar effects in all subpopulations, whereas hitchhiking may be subpopulation-specific. For example, the vermilion locus was shown to have significantly reduced levels of variation in two out of four subpopulations of D. ananassae.

Conclusions and Future Directions

Significant advances have been made in detection of positive selection using DNA polymorphism data. While a slew of new test statistics have been developed and shown to have power to detect hitchhiking, it is a standard practice to assume no recombination in a randomly mating Wright-Fisher population for determining the cutoff values for these tests. As genomic surveys of polymorphism become available, reliable estimates of the recombination rate and populations' demographic history can be made, thus improving the use of existing tests and perhaps leading to the development of new ones. In the meantime, convincing evidence for hitchhiking must include multiple lines of evidence, such as a local reduction in levels of variation and a local skew in the frequency spectrum.

Genomic surveys of polymorphism will provide some indication of the number and location of loci in the genome that have recently experienced a hitchhiking event, and will clarify the relative contributions of background selection and hitchhiking to the reduction in levels of variation in regions of low recombination. Examination of high frequency variation will be particularly helpful here, since low frequency variation is similarly influenced by both background selection and hitchhiking.
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CHAPTER 7

Periodic Selection and Ecological Diversity in Bacteria

Frederick M. Cohan

Abstract

Biodiversity in the bacterial world is strongly influenced by “periodic selection,” in which natural selection recurrently purges diversity within a bacterial population. Owing to the extreme rarity of recombination in bacteria, selection favoring an adaptive mutation eliminates nearly all the diversity within an ecotype (defined as the set of strains using about the same ecological niche, so that an adaptive mutant or recombinant out-competes to extinction strains from the same ecotype). Diversity within an ecotype is only transient, awaiting its demise with the next periodic selection event. Ecological diversity in bacteria is governed by three kinds of mutations (or recombination events). Niche-invasion mutations found a new ecotype, such that the new genotype and its descendants escape the diversity-purging effect of periodic selection from their former ecotype. Periodic selection mutations then make the different ecotypes more distinct by purging the diversity within but not between ecotypes. Lastly, speciation-quashing mutations may occur, which can extinguish another ecotype even after it has had several private, periodic selection events. For example, an ecotype that shares all its resources with another ecotype, albeit in different proportions, may be extinguished by an extraordinarily fit adaptive mutation from the other ecotype.

Sequence clusters, as determined by a variety of criteria, are expected to correspond to ecotypes. Sequence-based approaches suggest that a typical named species contains many ecotypes.

That periodic selection occurs in nature is evidenced by the modest levels of sequence diversity observed within bacterial species, levels that are too low to be explained by genetic drift. Also, a special kind of periodic selection event, driven by “adapt globally, act locally” mutations, is inferred when strains fall into discrete sequence clusters over most of their genomes, but are aberrantly homogeneous in a small chromosomal region. Beyond establishing a history of periodic selection, this pattern can help corroborate that a set of sequence clusters correspond to ecotypes.

Introduction

One half-century ago, a simple experiment changed the way we think about the power of natural selection in bacterial populations. The classic experiment of Atwood, Schneider, and Ryan demonstrated the phenomenon of periodic selection, whereby diversity within a bacterial population is purged recurrently by natural selection. The principle is that in an entirely
asexual population, each adaptive mutation precipitates a round of natural selection which, if successful, fixes not only the adaptive mutation but also the entire genome of the mutant cell. In the absence of recombination, the adaptive mutation is unable to enter into any other genetic background, and so selection favoring the adaptive mutation drags the entire genome associated with it to fixation.

A recent reenactment of this experiment, supported by data from modern molecular biology, illustrates the diversity-purging power of periodic selection. Descendants of a single *Escherichia coli* cell were cultured without benefit of recombination, and were allowed to evolve. Diversity within the population was monitored over time by assaying the frequency of spontaneous mutants resistant to the bacteriophage T5. The frequency of resistant cells started at zero, gradually increased due to mutation for fifty or more generations, then abruptly dropped back to zero, and this pattern was repeated several times. As in the original periodic selection paper, the crashes in frequency of the marker were interpreted as the result of periodic selection. The model is that adaptive mutations occur within the majority population of cells (in this case, marked by T5 sensitivity), and that the adaptive mutant and its clonal descendants drive to extinction all other lineages in the population (T5-resistant and T5-sensitive alike). Thus, the rise of the adaptive mutant genotype is manifested in these experiments by the disappearance of the minority marker. In Notley-McRobb and Ferenci’s recent paper, the interpretation of periodic selection was supported by coincident sequence changes at *mgc* and *mgl*, loci known to play a major role in adaptation to laboratory culture.

Periodic selection clearly has the potential to sweep the diversity within a strictly asexual population, descended from a single clone, in laboratory culture. However, these laboratory experiments do not necessarily predict the effect of selection in natural populations of bacteria. While the bacteria in these periodic selection experiments were engineered to be strictly asexual, bacteria in nature undergo recombination, albeit at an extremely low rate. Thus, the diversity-purging effect of periodic selection may be diminished in natural populations. Also, while a periodic selection event can purge the diversity among the clonal descendants within a culture flask, it is not clear how broad a population would be purged of diversity in nature. For example, would all of *E. coli* be purged of diversity by one periodic selection event in nature?

Here I will describe the effects of periodic selection for natural populations of bacteria, and I will show how periodic selection plays a central role in the origin of ecological diversity in the bacterial world. I will demonstrate that recombination is typically too rare in bacteria to diffuse the diversity-purging effect of periodic selection. I will demonstrate that within a typical named species, there appear to be dozens of “ecotypes”—ecologically distinct populations that have their own private periodic selection events, so that each ecotype escapes the periodic selection events of all other ecotypes. I will show that the genetic changes allowing a genotype to escape periodic selection from its previous ecotype form the basis of bacterial speciation. Finally, I will show that periodic selection has actually occurred in natural populations of bacteria, and I will introduce a method for using genomic data to detect past periodic selection events.

**The Nature of Recombination in Bacteria**

The microcosms of periodic selection experiments were designed to be devoid of sex, but so far as we know, sexual recombination has been a part of every bacterial species’ history. That a bacterial species has engaged in recombination in its past may be demonstrated through a diversity of sequence-based tests. For example, in the homoplasy test of Maynard Smith and Smith, recombination is implicated when an improbably high number of nucleotide substitutions have occurred twice or more in different parts of the phylogeny. This and similar methods have demonstrated the existence of recombination in all bacterial species investigated.
The rate at which recombination occurs in nature has been estimated through several sequence-based approaches, including the extent to which different genes or gene segments yield different phylogenetic relationships among strains; congruence of phylogenies based on different gene segments indicates rare recombination. The recombination rates may be estimated separately for recombination within populations and between populations. Typically, the recombination rates range from nearly an order of magnitude less than mutation in some of the most clonal of bacteria (e.g., *Staphylococcus aureus*), to about half an order of magnitude greater than mutation in some of the most frequently recombining bacteria (e.g., *Neisseria meningitidis*), with the exception so far of *Helicobacter pylori*, which recombines at a much higher (but not yet determined) rate. For example, a 450 bp segment of *N. meningitidis* undergoes recombination at a rate of $1.2 \times 10^{-6}$ per individual per generation, which is 3.6 times the mutation rate.

While recombination in bacteria is rare, it is also promiscuous; bacteria are not fastidious about their choice of sexual partners. Homologous recombination occurs even between organisms that are 25% divergent in their DNA sequences. Also, bacteria can acquire novel genes and whole operons through heterologous recombination, sometimes from extremely divergent species. Lawrence and Ochman have developed a method for identifying genes acquired from extremely distant sources: genes with a highly aberrant GC content are interpreted as foreign genes. Based on this principle, typically 5-15% of the genes in a bacterial genome appear to have been acquired from extremely distant relatives. Finally, recombination in bacteria is unidirectional, from a donor cell to a recipient cell, and usually only a small fraction of the genome is transferred.

### The Effect of Rare Recombination on Diversity within a Population

Consider next whether the rare recombination typical of bacteria should soften the diversity-purging effect of natural selection. Recombination can preserve the genetic diversity in two ways. First, if the adaptive mutation recombines into another genetic background, then the entire genome of the recipient is saved from extinction (Fig. 1, example A). Alternatively, if a segment from a strain lacking the adaptive mutation should recombine into a strain with the adaptive mutation, then that segment (only) will be saved from extinction (Fig. 1, example B).

I have investigated the relationship between recombination rate and the purging of diversity using a Monte Carlo method derived from a coalescence algorithm of Braverman et al. In a completely asexual population, each cell after periodic selection will contain only DNA derived from the genome of the original adaptive mutation; with recombination, DNA derived from other cells existing at the time of the adaptive mutation can contribute to the genomes of cells surviving periodic selection. Figure 2 shows the diversity-purging effect of periodic selection over a range of recombination rates occurring in bacteria. When the intensity of periodic selection is strong (i.e., fitness advantage for the adaptive mutation is $s = 0.1$), each bout of periodic selection purges nearly all diversity within an ecotype. Over recombination rates observed in nature (from 0.1 to 3.6 times the mutation rate), periodic selection purges all but 0.0007% to 0.2% of the sequence diversity. Over more modest selection intensity (i.e., $s = 0.01$), periodic selection purges all but 0.02% to 2% of sequence diversity over naturally occurring recombination rates. It appears that recombination is ineffective at softening the diversity-purging effect of periodic selection in nature.

### The Origins of Permanent Divergence

Each periodic selection event reduces the diversity within a population to little more than the clonal descendants of the original adaptive mutant. Therefore, the diversity accumulated...
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Within a bacterial population is only transient, awaiting its demise with the next periodic selection event. What, then, is the evolutionary origin of permanent diversity in bacteria?

I have previously defined a bacterial “ecotype” with respect to the fate of an adaptive mutant: an ecotype is a set of strains using the same or similar ecological niches, such that an adaptive mutant from within the ecotype out-competes to extinction all other strains from the same ecotype; an adaptive mutant cannot, however, drive to extinction strains from other ecotypes (Fig. 3B). Thus, an ecotype is the set of strains whose diversity is purged through periodic selection favoring each adaptive mutant. Periodic selection is a powerful force of cohesion within a bacterial ecotype, in that it recurrently resets the genetic diversity to near zero.

Figure 1. How recombination can potentially soften the diversity-purging effect of periodic selection. The adaptive mutation (indicated by an asterisk) originally appears in a cell with violet genetic background. Without recombination, only the genetic background of the original mutant would be represented in the population after periodic selection. A) If the adaptive mutation is transferred into another genetic background (shown in red), that background will survive the periodic selection (as seen in the lower panel). B) If a gene segment other than the locus of the adaptive mutation is transferred into a clonal descendant of the adaptive mutant, that segment (only) is saved from extinction. The recombination event saves a small segment of the red genetic background. The simulation on which (Fig. 2) is based takes into account these two kinds of recombination events, as well as recombination between strains bearing the adaptive mutation, and between strains without the adaptive mutation.
At the point that two ecologically distinct populations undergo their own private periodic selection events, they have reached a milestone toward forming new species. Such populations are now irreversibly separate, since periodic selection cannot prevent further divergence (by definition), and as has previously been shown, neither can recombination. Even if recombination between ecotypes were to occur at the same rate as recombination within them, natural selection against rare inter-ecotype recombinants could easily limit the frequency of recombinant genotypes to negligible levels. Therefore, evolution of sexual isolation is not a necessary step toward the evolution of permanent divergence in the bacterial world. The key milestone toward bacterial speciation is instead the genetic change that places a mutant (or recombinant) cell and its descendants outside the domain of periodic selection of other ecotypes.

Bacterial ecotypes, as defined by the domains of periodic selection, share the fundamental properties of species. Ecotypes are each subject to an intense force of cohesion, periodic selection, which recurrently purges diversity within an ecotype (a species attribute emphasized by the Cohesion Species Concept of Templeton). Once different ecotypes have diverged to the point of escaping one another's periodic selection events, there is no force that can prevent their divergence. (The irreversibility of divergence is emphasized by the Evolutionary Species Concept of Simpson and Wiley). As we shall see, ecotypes form distinct sequence clusters, owing to periodic selection purging sequence diversitywithin but not between ecotypes. (The phenotypic and molecular separateness of species is emphasized by the Phenotypic Species Concept of Sokal and Crovello and the Modern Synthesis Species Concept of Mallet. Finally, bacterial ecotypes are ecologically distinct, as emphasized by the Ecological...
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Species Concept of van Valen. Bacterial ecotypes are therefore evolutionary lineages that are irreversibly separate, each with its own evolutionary tendencies and historical fate. A species in the bacterial world may be understood as an evolutionary lineage bound together by ecotype-specific periodic selection.

Effects of Periodic Selection beyond the Boundaries of the Ecotype

The ecological divergence between ecotypes allows them to coexist and to survive each other’s periodic selection events. Nevertheless, if newly divergent ecotypes compete for at least some resources, they may feel the effects of periodic selection from outside the ecotype. Suppose, for example, that a parental ecotype and a nascent ecotype use the same two sugars, but the parental ecotype takes up one sugar preferentially, while the reverse is true for the nascent ecotype. Modestly adaptive mutations that increase overall efficiency in the parental ecotype will fail to extinguish the nascent ecotype, but they can decrease its population density.
significantly. Nevertheless, the genetic diversity of the nascent ecotype is not diminished (except minimally by increasing genetic drift). Provided that adaptive mutations are modest, these populations can coexist indefinitely, even as each adaptive mutation negatively impacts the population density of the other ecotype.

Even after newly divergent ecotypes have each undergone several rounds of their own, private periodic selection events, they may still be vulnerable to extinction caused by the other ecotype’s periodic selection. This can be the case when ecotypes use entirely the same set of resources, but in different proportions. An extraordinarily fit adaptive mutant from the parental ecotype might out-compete all strains from the nascent ecotype (as well as all the other strains from its own ecotype) (Fig. 3C). In this case, the founding of the new ecotype would be quashed by a periodic selection event before the two incipient ecotypes had sufficiently diverged from one another.

Recombination may, in some cases, prevent a potentially speciation-quashing adaptive mutation from extinguishing another ecotype. If the adaptive mutation from one ecotype can recombine into another ecotype, the first ecotype may lose its advantage. In our “adapt globally, act locally” model of periodic selection, the domain of competitive superiority of an adaptive mutant (i.e., the cell) is limited to its own ecotype, as I have described, but the adaptive mutation (i.e., the allele) can be recombined into other ecotypes. Upon transfer into another ecotype, an adaptive mutation precipitates a local periodic selection event within the recipient ecotype (Fig. 4). In this model, the chromosomal region near the adaptive mutation can be homogenized across different ecotypes, while the divergence elsewhere in the genome is unaffected.

Note that a nascent ecotype is vulnerable to extinction by a parental ecotype only if its resource base is a subset of the parental ecotype’s. When an ecotype utilizes at least one resource not used by the parental ecotype, it is then invulnerable to that ecotype’s periodic selection events. If a hypothesis by Lawrence is correct, nascent ecotypes may readily acquire novel resources required to escape all periodic selection from their parental ecotype.

Lawrence has argued that nearly all ecological divergence is precipitated by horizontal transfer, in which a recipient acquires a novel (heterologous) gene locus or operon from another species. By granting an entirely new metabolic function, heterologous gene transfer has the potential to endow a strain with a new resource base that is not shared with the parental ecotype. In this case, the horizontal transfer immediately places the nascent ecotype out of range of any periodic selection emanating from the parental ecotype.

In summary, ecological diversity in the bacterial world appears to be determined by three kinds of genetic changes (either mutations or recombination events) (Fig. 3). First, there are niche-invasion mutations (or recombination events), which allow the new genotype and its descendants to utilize a new set of resources and thereby escape periodic selection from the parental ecotype. Second, there are periodic selection mutations (or recombination events), which purge the diversity within a single ecotype; these tend to make ecotypes more distinct, since they purge the diversity within but not between ecotypes. Finally, there may be speciation-quashing mutations (or recombination events), whereby one ecotype can extinguish another. It will be interesting to quantify the rates at which these three kinds of mutations and recombination events occur, using microcosm evolution experiments that have been developed to investigate adaptive radiation in bacteria.
Figure 4. The “adapt globally, act locally” model of periodic selection. The domain of competitive superiority of an adaptive mutant (the cell) is the ecotype, as before, but the adaptive mutation (the allele) confers higher fitness to any individual in a variety of ecotypes. A) An adaptive mutation (represented by an asterisk) occurs in Ecotype 1. The disfavored, previously existing alleles are represented by black circles. B) The mutation sweeps the diversity within its own ecotype and then is transferred into Ecotype 2. C) The adaptive mutation now precipitates a periodic selection event within Ecotype 2. Each periodic selection event erases diversity genome-wide within an ecotype, but diversity between ecotypes is homogenized only in the chromosomal region closely linked to the adaptive mutation.
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Periodic Selection and Discovery of Bacterial Ecotypes

**Discovery of Ecotypes As Sequence Clusters**

By purging diversity within but not between ecotypes, periodic selection provides a rationale for discovery of bacterial diversity. Given enough time, each bacterial ecotype is expected to be identifiable as a sequence cluster, distinct from all closely related ecotypes. In addition, each ecotype is expected to be identifiable as a monophyletic group in a phylogeny based on DNA sequence data.26

A phylogenetic perspective explains the predicted correspondence between ecotypes and DNA sequence clusters.26 Suppose we begin with a single ecotype, and then one cell within the ecotype evolves new ecological properties and thereby founds a new ecotype. At this time the new ecotype appears in a phylogeny as if it is just one more lineage within the parental ecotype. However, the next adaptive mutant causing periodic selection within the parental ecotype will eliminate all other lineages within that ecotype, but will leave diversity within the nascent ecotype untouched. Likewise, periodic selection within the new ecotype will purge diversity within that ecotype but not within the parental ecotype. Recurrent selective sweeps within each lineage will result in long sequence distances on the phylogeny between each ecotype’s contemporary diversity and the most recent ancestor shared by the two ecotypes (i.e., sequence distances will be much greater between than within ecotypes). Thus, each ecotype will eventually be discernible as a distinct sequence cluster and as a monophyletic group.

**The Challenge of “Geotypes”**

Care must be taken when using any sequence-based method to infer ecotypes. Geographically isolated populations that are members of the same ecotype could diverge into separate sequence clusters. In this case, an adaptive mutant from one geographic region is not given the chance to compete with populations from other regions, so sequence divergence between geographically isolated populations of the same ecotype could proceed indefinitely. Papke and Ward (personal communication) have argued that many bacterial taxa lack the means for worldwide travel, and so are expected to diverge into discrete clusters through geographic distance alone; they have termed the geographically based clusters within a single ecotype as “geotypes.” As is the case for systematics of any organism, geography-associated sequence clusters of bacteria are difficult to interpret.

It is sometimes difficult to rule out the geotype hypothesis even when bacterial sequence clusters are sympatric. This may be the case when previously allopatric geotypes have only recently become sympatric, and have not yet had time for a periodic selection event to purge diversity throughout the ecotype. We will address this issue in the final section of the paper.

**Discovery of Ecotypes As Star Clades**

Another issue remains. A sequence-based phylogeny from almost any named bacterial species reveals a hierarchy of clusters, subclusters, and sub-subclusters. This raises the possibility that a typical named bacterial species may contain many cryptic and uncharacterized ecotypes, each corresponding to a small subcluster. The challenge is to determine which level of subcluster corresponds to ecotypes.

The peculiar dynamics of bacteria provide a method for identifying ecotypes based on sequence data.22 Our “Star” approach assumes that the sequence diversity within an ecotype is constrained largely by periodic selection and much less by genetic drift, an assumption I will return to later.

Consider the consequences of periodic selection on the phylogeny of strains from the same ecotype. Nearly all stains randomly sampled from an ecotype should trace their ancestries
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Figure 5. The phylogenetic signatures of ecotypes whose diversity is controlled by periodic selection versus genetic drift. a) In a population of small size, genetic drift causes coalescence of many pairs of lineages. Moreover, if recombination is frequent, there is no opportunity for genome-wide purging of diversity. Consequently, the phylogeny has many nodes. b) In a bacterial population, characterized by large population size and rare recombination, the population’s phylogeny is expected to resemble a star. Following periodic selection, each strain traces its ancestry directly back to the adaptive mutant that precipitated the periodic selection event. In addition, population sizes are too large for genetic drift to create coalescences between pairs of strains with appreciable frequency.

directly back to the adaptive mutant that caused and survived the last selective sweep. Thus, the phylogeny of an ecotype should be consistent with a star clade, with only one ancestral node, such that all members of an ecotype are equally closely related to one another (Fig. 5B). In contrast, a population whose sequence diversity is limited by genetic drift will have a phylogeny with many nodes (Fig. 5A).

In an asexual ecotype, a sequence-based phylogeny would yield a perfect star clade, with only minor exceptions due to homoplasy. However, in a bacterial ecotype subject to modest rates of recombination, particularly with other ecotypes, the sequence-based phylogeny can deviate significantly from a perfect star. We have developed a computer simulation to determine how closely a sequence-based phylogeny of strains from the same ecotype should resemble a star clade. Taking into account the taxon’s mutation and recombination parameters, the Star simulation determines the likelihood that the phylogeny of strains from a single ecotype would have only one significant node (i.e., a perfect star), versus two, three, four, or more significant nodes (significance determined by 95% bootstrap support).22

We found that for S. aureus, which is among the most clonal of bacteria, an ecotype’s phylogeny should almost never have more than one node.22 In the case of N. meningitidis, which is among the most frequently recombining bacteria, the phylogeny of an ecotype is expected to have one or two significant nodes, but almost never three or more. Accordingly, we may tentatively identify ecotypes of N. meningitidis as the largest clades that contain up to two significant nodes.

While Star produces a theory-based criterion for testing whether a set of strains belong to the same ecotype, this approach does not help us choose the groups of strains to be tested for membership within an ecotype. As I have previously shown,22 the Multilocus Sequence Typing method (MLST) developed by B. Spratt and coworkers37 produces reasonable hypotheses for demarcating strains of a named species into ecotypes.
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In an asexual ecotype, a sequence-based phylogeny would yield a perfect star clade, with only minor exceptions due to homoplasy. However, in a bacterial ecotype subject to modest rates of recombination, particularly with other ecotypes, the sequence-based phylogeny can deviate significantly from a perfect star. We have developed a computer simulation to determine how closely a sequence-based phylogeny of strains from the same ecotype should resemble a star clade. Taking into account the taxon’s mutation and recombination parameters, the Star simulation determines the likelihood that the phylogeny of strains from a single ecotype would have only one significant node (i.e., a perfect star), versus two, three, four, or more significant nodes (significance determined by 95% bootstrap support).22

We found that for S. aureus, which is among the most clonal of bacteria, an ecotype’s phylogeny should almost never have more than one node.22 In the case of N. meningitidis, which is among the most frequently recombining bacteria, the phylogeny of an ecotype is expected to have one or two significant nodes, but almost never three or more. Accordingly, we may tentatively identify ecotypes of N. meningitidis as the largest clades that contain up to two significant nodes.

While Star produces a theory-based criterion for testing whether a set of strains belong to the same ecotype, this approach does not help us choose the groups of strains to be tested for membership within an ecotype. As I have previously shown,22 the Multilocus Sequence Typing method (MLST) developed by B. Spratt and coworkers37 produces reasonable hypotheses for demarcating strains of a named species into ecotypes.
**Discovery of Ecotypes through Multilocus Sequence Typing**

In MLST, partial sequences (450 bp) of seven gene loci that produce housekeeping proteins are surveyed. The evolutionary distance between strains is quantified in MLST as the number of loci that are different, whether by substitution of a single nucleotide or a swath of nucleotides (possibly due to a recombination event). Strains are then classified into “clonal complexes”: all strains that are identical with a particular strain at five or more loci (in some cases, six or more loci) are deemed members of a clonal complex. E. Feil has developed the “Burst” computer algorithm for assigning strains into clonal complexes according to criteria set by the user (web site: www.mlst.net).

The clonal complexes defined by MLST correspond remarkably well to ecologically distinct groups, even in taxa such as *N. meningitidis* where recombination is unusually high. I have hypothesized that the clonal complexes identified by MLST are ecotypes. Because periodic selection is recurrently purging the diversity within an ecotype, ecotypes are expected to accumulate only a limited level of sequence diversity between periodic selection events, depending on the rates of mutation and recombination (which generate variation) and the time between periodic selection events. We may speculate that ecotypes typically have only enough time between selective sweeps for a given strain to accumulate divergence at one or two loci out of seven, on average, whether by mutation or recombination. This yields the 5/7 and 6/7 criteria used in MLST. In general, one would expect that frequently recombining bacteria (in which a locus is ten times more likely to be struck by a recombination than a mutation event) would diverge at more loci between periodic selection events, compared to rarely recombining bacteria, where nearly all divergence accumulates simply through mutation.

Because MLST’s 5/7 and 6/7 criteria are intuitively based, we should test whether MLST’s clonal complexes do indeed correspond to ecotypes. The Star algorithm can test whether the clonal complexes identified with MLST have phylogenies consistent with ecotypes, taking into account the recombination and mutation parameters estimated for the particular taxon.

I have tested whether the strains of each of the ten clonal complexes found within *N. meningitidis* are consistent with the Star simulation’s expectations for a single ecotype. It turns out that the phylogenies of all but one of the ten MLST clonal complexes within *N. meningitidis* contain one or two nodes, as expected given *N. meningitidis’s* recombination parameters. Similarly, all but three of the 26 clonal complexes within *S. aureus* are consistent with the expectation for a single ecotype (i.e., containing no more than one significant node). The three exceptional clonal complexes, when pooled together, contain only one significant node among them, suggesting that they are members of the same ecotype. Taking into account the rarity of recombination in *S. aureus*, perhaps the criterion for inclusion within a clonal complex in this taxon should be 6/7 instead of 5/7 identical loci. It will be interesting to use the Star approach to calibrate the Burst criterion.

In summary, Star demonstrates that the clonal complexes yielded by MLST have phylogenies consistent with ecotypes, at least within *S. aureus* and *N. meningitidis*. The clonal complexes produced by MLST do indeed yield reliable hypotheses about the membership of ecotypes, and these hypotheses can be tested using Star.

It is striking that each named species studied by MLST has so many clonal complexes. If each of these clonal complexes can be shown definitively to be a separate ecotype, each with the universal properties of species, a named bacterial species may actually be more like a genus than a species.

We should regard the ecotypes identified by sequence-based approaches as only putative until each ecotype can be shown to be ecologically distinct. Ideally, we should also demonstrate that each group has undergone its own private periodic selection events. This is because two putative ecotypes that are only slightly different ecologically may be subject to extinction by one another’s periodic selection events. To show that each putative ecotype has already undergone
one or more separate periodic selection events would bolster our claim that the clusters and clonal complexes we identify are actually distinct ecotypes. In the next section, I outline a sequence-based method for demonstrating that putative ecotypes have undergone their own, private periodic selection events.

Has Periodic Selection Occurred in Nature?

Periodic Selection Is Inevitable at Bacterial Recombination Rates

We have seen that the rare recombination typical of bacteria is not sufficient to preserve a bacterial population’s genetic diversity (Fig. 2). Each adaptive mutation that moves to fixation will eliminate nearly all of the sequence diversity, depending on the recombination rate and the intensity of selection (and to a lesser extent, the population size). Given the inevitability of mutational improvements over time, should we not expect to see recurrent purges of diversity?

Notley-McRobb and Ferenci have argued that recurrent adaptive mutations will not necessarily purge diversity within a rarely sexual population of bacteria. This may be the case if, in each bout of selection, there are many independently derived adaptive mutations, each stemming from a different genetic background. For example, Notley-McRobb and Ferenci found that as many as 13 adaptive mutant alleles at the mlc locus swept simultaneously through an experimental population of E. coli. Thus, instead of one genetic background sweeping through the population, there would be 13, diminishing the diversity-purging effect of periodic selection.

Nevertheless, I believe we should not conclude that periodic selection is generally ineffective at purging diversity. First, even if the periodic selection events in Notley-McRobb and Ferenci’s study are typical of nature, periodic selection should still purge population diversity, albeit at a slower rate. Note that strong selection favoring a single adaptive mutation sweeps all but 0.2% of the diversity from a population, even under high recombination rates. If there were instead ten adaptive mutations sweeping the population simultaneously, the fraction of diversity saved would be increased by only a factor of ten, in this case to 2% of the population’s original diversity. So, whether one or several adaptive mutations sweep through each periodic selection event, recurrent sweeps will indeed limit population diversity to very low levels.

Moreover, we cannot expect every selective sweep to be driven by an ensemble of equally fit adaptive mutations. This will be the case only when a population is placed in a new environment and many equally good mutations can accommodate the environmental change. For example, we know that the glucose-limiting environment of Notley-McRobb and Ferenci’s experiment favors changes in the regulatory loci mlc, mglD, and malT, and many mutations at these loci appear equally good at adjusting the cells to this environment.

On a global or even regional scale, environmental change is not likely to cause selective sweeps across the entire geographical range of an ecotype, unless the environmental change is global. Because different local populations are likely to see environmental changes in different directions at a given moment, the adaptive mutations that accommodate environmental change are not the ones that would sweep an entire ecotype in all its localities.

What are the adaptive mutations most likely to sweep an ecotype throughout all its diverse habitats? These are mutations (or recombination events) that bring about a novel and generally useful adaptation, which improves the fitness of the ecotype throughout its range of living situations. For example, these might be overall improvements in efficiency, which are adaptive in any circumstance. All the easily accessible mutations of this nature have already been obtained (e.g., all single-nucleotide substitutions are immediately accessible owing to the large population sizes of bacteria); those that remain are much less frequent changes that involve two or more simultaneous mutations (e.g., where none is adaptive without the others), or perhaps recombination with other species. In contrast to the case for a change in
environment, where many mutations can independently and simultaneously rise to the occasion, the wait for an innovation is rewarded by only a single rare event. And when this event occurs in a rarely recombining ecotype of bacteria, it will purge the diversity, ecotype-wide, as predicted in Figure 2.

Periodic Selection Explains the Small Effective Population Sizes of Bacteria

A named species of bacteria typically has only a modest level of DNA sequence variation in protein-coding genes, ranging from less than 0.01 to 0.05 (average pairwise sequence divergence). If sequence diversity were limited by genetic drift, a typical species-wide diversity level (e.g., 0.02 for *N. meningitidis*) would correspond to an effective population size (*N_e*) of 2.2 X 10^7 (assuming the whole named species to be a single ecotype). Given the enormous census sizes of bacteria in nature, this estimate of *N_e* appears absurdly low. However, periodic selection can reasonably explain the low levels of sequence diversity typical for bacteria. Periodic selection occurring once in *N_e* generations will yield the same amount of diversity as pure drift would in a population of size *N_e*. Thus, periodic selection occurring once in 2.2 X 10^7 generations would yield the diversity levels typical of named species (e.g., *N. meningitidis*). Periodic selection need not occur often to constrain ecotype-wide diversity to modest levels.

As I have argued earlier, the range of periodic selection events is more likely to correspond to MLST’s clonal complexes than to named species. In this case, a much lower frequency of ecotype-wide periodic selection would be required to explain observed diversity levels. For example, the average sequence diversity within *N. meningitidis*’s clonal complexes (0.005) would require ecotype-wide periodic selection occurring once in 6 X 10^6 generations.

Identification of Periodic Selection Events

A survey of sequence diversity in *E. coli* has provided the clearest evidence for a periodic selection event in nature. Most genes in the survey corroborated the population structure already known from allozyme data: strains fell into four major sequence clusters. However, within one gene region, near *gapA*, all strains were anomalously homogeneous in sequence. These results were interpreted as evidence for a selective sweep throughout *E. coli*, driven by an adaptive mutation in the *gapA* region.

This interpretation would be entirely appropriate if *E. coli* were a highly sexual species. In the case of animals and plants, the diversity-purging effect of natural selection is limited to the chromosomal region near the adaptive mutation, where recombination with the adaptive mutation is infrequent. In bacteria, however, recombination between any two genes, regardless of their distance on the chromosome, is extremely rare. Therefore, if all of *E. coli* were a single ecotype, and the sequence homogeneity around *gapA* were caused by an ecotype-wide purging of diversity, we would expect all of *E. coli* to be purged of diversity over the entire chromosome.

Jacek Majewski and I previously proposed the adapt globally, act locally model to explain anomalous homogeneity around a small chromosomal region, as seen for *gapA* in *E. coli*. Because *E. coli* forms four major sequence clusters, as well as many smaller subclusters, we may tentatively conclude that *E. coli* contains several ecotypes. We proposed that the adaptive mutation around *gapA* was generally useful for all of the ecotypes of *E. coli*, and that the allele was passed between ecotypes, precipitating a periodic selection event in each (Fig. 4). Thus, for genes closely linked to the adaptive mutation, there would be nearly total purging of diversity both within and between ecotypes, but for genes not linked to the adaptive mutation, selection would purge only the diversity within ecotypes. Whenever a small chromosomal segment is homogenized across strains that otherwise form distinct clusters, a generally useful adaptive mutation is likely to have passed from ecotype to ecotype, causing local periodic selection in each.
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Beyond providing evidence for periodic selection, the sequence pattern found by Guttman and Dykhuizen\(^3\) can provide additional evidence that sequence clusters correspond to ecotypes. Recall that the clusters we discover may correspond either to ecotypes or to geotypes, which are populations of the same ecotype with a history of geographic isolation. This issue can be resolved when we find evidence of the Guttman-Dykhuizen pattern.

Different sequence clusters can correspond to geotypes within the same ecotype only if there has not been an opportunity for periodic selection to sweep through all of the clusters. If we can show that these clusters have survived as distinct groups through a periodic selection event, we can rule out the geotype hypothesis. This is indeed the case for the various clusters within \(E.\ coli\). The homogenization of the \(gapA\) region across the various major clusters in \(E.\ coli\) shows that these clusters have maintained their distinctness, even as an adaptive mutation has caused periodic selection events within each cluster.

The Guttman-Dykhuizen pattern can provide further evidence of multiple ecotypes. We should expect that the adaptive allele driving the periodic selections in all of the ecotypes is passed to each ecotype in a separate recombination event. Therefore, the region that is homogenized should be somewhat different for each pair of ecotypes, reflecting the junctions of the recombination events that transferred the adaptive mutation across ecotypes (Fig. 6). We may thus predict that if the sequence clusters correspond to ecotypes, the junctions of the homogeneous region will be unique for each pair of sequence clusters.

Guttman and Dykhuizen\(^3\)'s discovery of a periodic selection event was based on a serendipitous choice of loci to survey, but today comparisons of whole genomes should provide ample opportunities for genome-wide screening of periodic selection events driven by “adapt globally, act locally” mutations. Discovery of these periodic selection events would allow us to confirm that the many sequence clusters found within named species are distinct ecotypes.
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Plasmodium falciparum is the most deadly of the four human malaria parasites, causing as many as 500 million malaria cases per year and more than 2 million deaths. Despite more than a century of biomedical research and unprecedented (indeed, unsurpassed) measures of international collaboration to eradicate the disease, the situation only seems to be worsening as drug-resistant parasites come to dominate the landscape. Indeed, P. falciparum has demonstrated remarkable adaptive potential in overcoming every effort to thwart its transmission. Novel strategies are currently in development. These include the innovation of new therapeutic modalities, development of protective vaccines, and efforts to develop refractory mosquito vectors. Choosing the most effective means of reducing malaria transmission will require careful consideration of the parasite’s ability to circumvent targeted interventions of its transmission cycle. For example, objective criteria should be established for prioritizing among the 40+ vaccines currently in development and for assessing the sustainability of their protection. Accordingly, it is crucial that we discern the evolutionary processes that have facilitated the persistent association of the parasite and its human host. In short, it is imperative to determine how genetic variation within and among extant P. falciparum population actuates to become the parasites’ adaptive response to vaccine and drug pressures.

Malariologists have long recognized the importance of genetic variation and their attempts to quantify it predate the widespread availability of nucleotide-based assays of genetic diversity. Comparative serological studies and other protein-based methodologies demonstrated that P. falciparum populations are comprised of antigenically diverse sets of strains, to the extent that even parasite isolates taken from individual patients may harbor multiple antigen types. The advent of PCR technologies in the late 1980’s made it possible to expand upon earlier studies by quantifying genetic variation directly from nucleotide sequences. These molecular studies focused initially on the genes that encoded antigenic determinants and ribosomal subunits.

With the availability of nucleotide sequences of P. falciparum and other malaria parasites, it became possible to estimate phylogenetic relatedness of the members of the genus Plasmodium. Hence it was determined that, in stark contrast to the situation in the other human malaria parasites, P. falciparum has shared a parallel evolutionary trajectory with its chimpanzee counterpart, P. reichenowi. The time of divergence between these two Plasmodium species was estimated at 5-7 million years (My) ago, which is roughly consistent with the time of divergence between the two host species, human and chimpanzee. The parsimonious interpretation is that P. falciparum is an ancient human parasite associated with our ancestors at least
since the divergence of the hominids from the great apes, and that the divergence of \textit{P. falciparum} and \textit{P. reichenowi} was concurrent with the divergence of their host species, humans and chimps.

Since \textit{P. falciparum} shares a long evolutionary history with its human host, some investigators began to hypothesize that allelic forms of \textit{P. falciparum} antigenic determinants may also be quite old. Based on the observed diversity of genes encoding surface protein molecules, Hughes surmised that some antigenic variability may be as old as 35 million years, or half as old as the \textit{Plasmodium} genus.\cite{15,16} This situation would be analogous to that found in human \textit{Hla} loci, where extant alleles are extremely divergent from one another due to the extreme age of the variants which predates the split of humans from other hominoid primates.\cite{17} However, replacement polymorphisms in antigenic genes such as those in Hughes' study, are usually under strong diversifying selection imposed by the host's immune system.\cite{18} Therefore their rates of evolution are likely to be quite erratic and may not yield accurate estimates of the age of species.\cite{19} More accurate measures of allelic age would be afforded by analysis of synonymous polymorphisms (SNP's), which do not alter the encoded amino acid and so are thought to be evolving by largely neutral mechanisms. Nucleotide substitutions at these sites occur at a steady rate through geological time periods, as a function of the mutation rate and elapsed time. Mutation rates can be obtained empirically by counting differences among gene sequences from species for which the divergence time is known, such as the case for \textit{P. falciparum} and \textit{P. reichenowi}.

Determining the age of allelic variation is important for identifying how organisms utilize genetic resources to cope with the environment. A practical goal would be to limit genetic variation among parasite populations and hence reduce their adaptive potential, thus it is necessary to identify the means by which this variation is generated and maintained. For example, in the case described above for \textit{Hla} alleles, genetic variation is extremely old and humans have maintained the adaptive potential of these variants by maintaining a balanced distribution of alleles among individuals and populations. Alternatively, the variable surface glycoprotein (\textit{Vsg}) genes of \textit{Trypanosoma cruzi} parasites have allelic variants that are completely ephemeral and are being constantly regenerated by duplicative transposition of component sequences. In the case of the \textit{Hla}, alleles are not easily lost since they are distributed among many individuals' genomes, however, loss of an allele is extremely detrimental since replacements arise slowly. Alternatively, \textit{Vsg} alleles disappear frequently but are quickly replaced by equivalents, hence adaptive potential is more closely linked to diversity generating mechanisms rather than maintenance of individual variants. Discriminating between these two alternative scenarios requires careful consideration of the genomic context in which the genes of interest are found. For example, in order to determine whether \textit{P. falciparum} antigenic alleles are ancient, it is necessary to examine their polymorphisms relative to those loci representative of the balance of the genome and particularly among genetic loci not under immune selection.

With this in mind, we sought to determine the age of extant distributions of \textit{P. falciparum} by quantifying SNP's among isolates from global locations.\cite{20} When we excluded those loci known to be under strong selection, i.e., antigenic determinants, we found a marked paucity of SNP's. Indeed, among the > 30,000 synonymous sites distributed among 10 genetic loci examined from dozens of parasite isolates collected on 4 different continents, we did not find a single SNP. Based on these observations we estimated that the current distribution of \textit{P. falciparum} throughout the world's tropical regions is derived from a small ancestral population in the very recent past. We referred to this conclusion as the Malaria's Eve hypothesis, and we estimated the upper confidence interval of the age of this recent ancestry at 8,000-60,000 years based on different estimates of the SNP mutation rate.\cite{19,20}

In the few short years following our first report of Malaria's Eve, the issue has created a contentious debate. Our initial conclusion was based on nucleotide sequences that were then available from GenBank, and the only criteria for inclusion of genes in our dataset was that
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they had to be void of repetitive DNA sequences and show no evidence of being under positive selection. At that time (1998), the amount of sequence data available for the species was rather limited, but since then this dataset has grown exponentially, culminating in the complete genome sequence of \textit{P. falciparum} published in 2002.\textsuperscript{21} This spurred other investigators to carefully scrutinize the Malaria’s Eve hypothesis.

One of these studies entailed a large scale sequencing survey of 25 introns located on the second chromosome, from eight \textit{P. falciparum} isolates collected among global sites.\textsuperscript{22} The findings of this study confirmed our previous result: there is an extreme scarcity of silent site polymorphism among extant distributions of \textit{P. falciparum}. Among some 32,000 nucleotide sites examined, Volkman et al found only 3 silent single nucleotide polymorphisms (SNP’s) and concluded that the age of Malaria’s Eve was somewhere between 3,200 and 7,700 years.\textsuperscript{22,23}

Conway et al\textsuperscript{24} have presented further evidence in support of Malaria’s Eve based on analysis of the \textit{P. falciparum} mitochondrial genome. They examined the entire mitochondrial DNA (mtDNA) sequence of \textit{P. falciparum} isolates originating from Africa (NF54), Brazil (7G8), and Thailand (K1 and T9/96), as well as the chimpanzee parasite, \textit{P. reichenowi}. Alignment of the four complete mtDNA sequences (5,965 bp) showed that 139 sites contain fixed differences between \textit{falciparum} and \textit{reichenowi}, whereas only 4 sites were polymorphic within \textit{falciparum}. The corresponding estimates of divergence (K, between \textit{P. reichenowi} and \textit{P. falciparum}) and diversity (\(\pi\), within \textit{P. falciparum} strains), are 0.1201 and 0.0004, respectively. In short, divergence in mtDNA sequence between the two species is 300-fold greater than the diversity within the global \textit{P. falciparum} population. If we use the \(rDNA\)-derived estimate of 8 million years as divergence time between \textit{P. falciparum} and \textit{P. reichenowi}, then the estimated origin of the \textit{P. falciparum} mtDNA lineages is 26,667 years (i.e., 8 million/ 300), which corresponds quite well with our estimate based on 10 nuclear genes.\textsuperscript{20} In a subsequent survey of a total of 104 isolates from Africa (n=73), Southeast Asia (n=11), and South America (n=20); Conway et al\textsuperscript{24} determined that the extant global population of \textit{P. falciparum} is derived from three mitochondrial lineages that started in Africa, and migrated subsequently (and independently) to South America and Southeast Asia. Each mitochondrial lineage is identified by a unique arrangement of the 4 polymorphic mtDNA nucleotide sites.

Arguments against the Malaria’s Eve hypothesis come in two forms. The first argument is that the loci chosen in the studies described above are a biased sample and do not reflect the levels of polymorphism in the genome as a whole. The second counterargument concedes that nucleotide polymorphisms are scarce, however contends that this paucity is not attributable to recent origin, but rather reflects strong selection pressure against the occurrence of synonymous SNP’s.

One such study reports an “ancient” origin of \textit{P. falciparum} based on a survey of sequences available from the GenBank database.\textsuperscript{25} It should be pointed out that some of these GenBank sequences are compiled from a variety of sources and many of the entries may contain sequencing errors associated with misincorporation of nucleotides by Taq polymerase during the PCR amplification of alleles. Moreover, some of the sequences included in the paper were not carefully examined, and the comparisons include multiple nucleotide sequences from a single clone derived in different laboratories. For example, GenBank entries AF239801 and AF282975 are both \textit{falcipain}-2 sequences from \textit{P. falciparum} clone W2. Regardless of possible errors, the overwhelming message from their compiled data is that there is indeed a dearth of polymorphism. In fact, among the 23 loci examined, which comprised over 10,000 codons, only six contained synonymous SNP’s in 4-fold degenerate codons. Nonetheless, Hughes and Verra conclude that time to most recent common ancestry of \textit{P. falciparum} may be 300,000-400,000 years.

A more ambitious effort to quantify polymorphism in \textit{P. falciparum} involved a survey of >200 kb from the completed chromosome 3.\textsuperscript{26} The authors reported 31 and 62 polymorphisms
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among 80,415 noncoding and 192,400 synonymous nucleotide sites, respectively. Using the equation and mutation rates from our paper, Mu et al estimated that the common ancestor to be between 102,000 and 177,000 years old. At this level of polymorphism, i.e., 62 of 192,400 (or 0.03%), the error rate in PCR and sequencing becomes relevant and bears great impact on estimates of recent ancestry. Mu et al reamplified and resequenced 56 of the SNP containing regions and in this second pass found that 2 of the SNP’s were in error (an error rate of ~4.0%).

Because of this, the previously described paper by Volkman et al incorporated highly redundant approach to assure integrity of the data. Volkman et al’s methods involved meticulous bi-directional sequencing of 3 clones from each of 3 independent PCR amplifications, or an 18-fold redundancy.23

Another concern about calculation of the age of Malaria’s Eve pertains to the estimation of mutation rates. The estimates used by Mu et al are from a very small number of nucleotides (708 bp) compared between the rhoptry-associated protein gene of \( P. falciparum \) and \( P. reichenowi \).20 The neutral mutation rate may vary among chromosomal regions and its estimation is subject to sampling error. Even slight perturbations in its calculation will have exponential effects on estimation of age of the common ancestor. Reliable estimates of the mean age of the recent common ancestor are in the range of 4,000 to 180,000 years. While at first glance these differences of nearly two-orders of magnitude appear unsatisfactory, the differences are in fact quite small in light of the 5 MY age of the species dating back to its split with the chimpanzee parasite. This means that the global, extant distribution of \( P. falciparum \), with its abundant diversity of antigens and drug resistance factors, originated in only a small fraction (at most ~3%) of the time since the origin of the species. This finding contrasts greatly with the previous estimates of some antigenic variation to the on order of 35 MY old.16,19

Despite discrepancies in the estimation of age of the Malaria's Eve common ancestry, it is clear that nucleotide polymorphisms are scarce in many portions of the \( P. falciparum \) genome.23,27 A second criticism of the recent origins hypothesis concedes the paucity of synonymous site polymorphism but attributes this is due to constraints on the genome itself. One proposition is that the extreme AT content of the \( P. falciparum \) genome may suggest that some constraint is acting upon mutations that lead to unfavorable codon sequences.28-30 As we have argued elsewhere, this does not seem to be the case, since in spite of AT content as high as 84% in third positions, there appears to be an equal proportion of A and T nucleotides in third positions of four-fold degenerate codons.31,32 Moreover, the fact that synonymous substitutions are in evidence in the divergence between \( P. falciparum \) and \( P. reichenowi \) (which has a similarly extreme AT content), indicates that mutations can and do occur.32

Hartl et al have pointed out that genomic constraints seem unlikely given the variability of microsatellite markers among introns, intergenic regions and in some cases, coding sequences.22,33-35 Nonetheless, Forsdyke has argued that the extreme conditions of the \( P. falciparum \) genome present a situation where selection for genomic composition exceeds the selection on the proteins encoded by these genes. The argument is leveled not so much against the Malaria’s Eve hypothesis in particular, but rather the author attempts to refute the notion that neutral evolution is even possible. This warrants further discussion.

In an attempt to assign adaptive significance to the occurrence of a simple-repetitive sequence element (the Epstein-Barr Nuclear Antigen-1, \( EBNA-I \)) in the genome of the Epstein-Barr virus (EBV), Forsdyke argues that the selective pressure for particular genomic content and/or arrangement supercedes the selection acting on encoded proteins (phenotype). The \( EBNA-I \) can be removed from the genome without any loss of function in the virus. Because EBV, like most viruses, tends to lose extraneous genetic elements nonessential to its survival, Forsdyke maintains that the \( EBNA-I \) must have a function other than that typically assigned to genes, i.e., to encode message. To establish this fact, he has developed several descriptive parameters that are based on the nucleotide composition and secondary-folding
potential of nucleotide sequences. These parameters are termed as a potential "pressures" acting on the genome to maintain a particular configuration and/or composition. Forsdyke tested whether the region in question has extraordinary values for the pressure parameters, and found that in the EBNA-1 region, there was an excessive skew in purine content (A and G) which would limit the potential for folding of the molecule and hence reduce recombination. The potential benefit of this situation is not explained and its biological relevance remains unclear.

The analysis of the EBV provided the analytical bases of Forsdyke's claim that *P. falciparum* is under pressure for reduced nucleotide polymorphism. He chose to examine the individual sequence content of two *P. falciparum* surface antigens, *Csp* and the merozoite surface protein-2 (*Msp-2*). As with the EBNA-1, he found that there was a high bias toward purines (primarily A in this case) and a strong potential for secondary folding within the repetitive regions of both *Msp-2* and *Csp*. The only conclusion drawn from this was that the high folding potential might enhance recombination in the repeat regions of both genes. The model is neither predictive nor explanatory, and even offers very little in the way of descriptive value. If it were demonstrated that these extraordinary regions had significantly less (or greater) numbers of SNP's, and that pressure parameters were predictive of this polymorphism, the author's claim may bear some relevancy. However, neither of these claims can be made particularly because the author chose to examine two of the most highly polymorphic loci known in *P. falciparum*. What is clear is that silent site polymorphisms are in evidence in nonfalciparum malaria species, and that synonymous substitutions have occurred in the divergence of *P. falciparum* and *P. reichenowi*. On this basis, we maintain that while substitutions may be constrained due to nucleotide composition and/or codon usage bias, these constraints do not explain the paucity of *P. falciparum* synonymous site variation. Therefore, the Malaria's Eve hypothesis remains the most likely explanation for this state of affairs.

In addition to the analyses of genetic polymorphisms data, there is independent information in support of the Malaria's Eve hypothesis. Sherman notes the late introduction and low incidence of *falciparum* malaria in the Mediterranean region. Hippocrates (460-370 B.C.) describes quartan and tertian fevers, but there is no mention of severe malignant tertian fevers, which suggests that *P. falciparum* infections did not yet occur in classical Greece, as recently as 2,400 years ago. Interestingly, Tishkoff et al traced the origin of malaria-resistant *G-6pd* genotypes in humans to the spread of agricultural societies some 5000 years ago. The recent origin of this mutation in humans suggests a similarly recent association with widespread exposure to the malaria parasite.

How can we account for a recent demographic sweep of *P. falciparum* across the globe, given its long-term association with the hominid lineage? One likely hypothesis is that human parasitism by *P. falciparum* has long been highly restricted geographically, and has dispersed throughout the Old World continents only within the last several thousand years, perhaps within the last 10,000 years, after the Neolithic revolution. Three possible scenarios may explain this historically recent dispersion: (1) changes in human societies, (2) genetic changes in the host-parasite-vector association that have altered their compatibility, and (3) climatic changes that entailed demographic changes (migration, density, etc.) in the human host, the mosquito vectors, and/or the parasite.

The current, globally widespread distribution of *P. falciparum* from a limited original concentration probably in tropical Africa, may be attributed to changes in human living patterns – particularly the development of agricultural societies and urban centers that increased human population density. Genetic changes that have increased the affinity within the parasite-vector-host system are also a possible explanation for a recent expansion, not mutually exclusive with the previous one. Coluzzi has cogently argued that the worldwide distribution of *P. falciparum* is recent and has come about, in part, as a consequence of a recent...
dramatic rise in vectorial capacity due to repeated speciation events in Africa of the most anthropophilic members of the species complexes of the *Anopheles gambiae* and *A. funestus* mosquito vectors. Biological processes implied by this account may have been associated with, and even dependent on the onset of agricultural societies in Africa (scenario 1) and climatic changes (scenario 3), specifically gradual increase in ambient temperatures after the Würm glaciation, so that about 6,000 years ago climatic conditions in the Mediterranean region and the Middle East made the spread of *P. falciparum* and its vectors beyond tropical Africa possible. The three scenarios are likely interrelated. Once demographic and climatic conditions became suitable for propagation of *P. falciparum*, natural selection would have facilitated evolution of *Anopheles* species that were highly anthropophilic and effective *falciparum* vectors.

If the age of Malaria's Eve is attributable to particular anthropological and/or epidemiological conditions, it may be that the sweep of SNP variation is due to more than merely a stochastic, demographic event. Strong selection for mutants that were favored under the novel conditions could have fixed alleles at various loci in close proximity to the selected locus. Initially, we argued that since the dearth of SNP variation is genome wide—being observed in at least 5 of the 14 *P. falciparum* chromosomes—that a selective sweep scenario seems unlikely explanation because it would require at least 5 independent events. Of course, a single selective event could explain a genome wide sweep if it were the case the *P. falciparum* is asexual. Interestingly, while the parasite does have an obligate sexual phase in its life cycle, there are some indications that it has a largely clonal population structure, but this remains an issue of yet another contentious debate.

If the *P. falciparum* genome is relatively youthful when we consider the level of SNP variation among largely neutral genes, then there is an apparent contradiction in the abundance of replacement changes observed in loci encoding antigenic determinants and drug resistance factors. It must first be noted that the polymorphisms in these antigenic genes, whether or not they are of ancient origin, do not contradict the recent origin of *P. falciparum* current world populations. Ancient polymorphisms at certain loci under strong balancing (diversifying) selection, can be maintained through a severe constriction in population numbers, or even through a number of generations with small populations that would lead to the virtual complete elimination of neutral allelic polymorphisms. For example, although the mitochondrial lineage of modern humans is only 100,000-200,000 years old, natural selection has maintained extensive polymorphisms among human *Hla* genes, some of which predate the split between humans and chimpanzees. The *P. falciparum* antigenic genes are under strong diversifying selection for evasion of human immune response, and so they too could be maintained even through a demographic bottleneck.

However, we have argued that it is not the age of selected genomic regions that sets them apart from the balance of the genome; rather, it is the rate at which these genes have mutated that makes them so unique. A notable feature of nearly every *P. falciparum* surface protein gene is the presence of repeat regions that encode short iterative amino acid sequences. These antigenic repeat regions are highly polymorphic, yet are also known in many instances to be under immune selection. This presents a novel situation in molecular evolution since these loci behave as one would expect satellite DNA to behave with respect to the rapid mutation process and the generation of variable-length sequences, although the repeat portions encode part of the functional protein and so are subject to selection pressure. As with the DNA repeat regions that make up micro- and minisatellite loci in various plant and animal species, most of the variation within these repeats originates by a slipped-strand process that yields multiplication and/or deletion of the repeated units. This process leads to rapid differentiation of alleles, wherein an individual mutational event can change several nucleotides at once, with greater impact on sequence divergence than the typical single-nucleotide mutation process. Moreover,
these mutations occur at rates that are orders of magnitude greater than that of single nucleotide substitutions. Based on the lack of silent site differentiation among dimorphic antigenic determinants and the occurrence of ancestral states for these divergent forms in the chimpanzee parasite, we have argued that the genes encoding antigenic determinants are evolving at extremely high rates due to the occurrence of repetitive regions.

Not all repetitive regions in the *P. falciparum* genome are found in genes encoding antigenic determinants. Su and Wellems first described a large, highly polymorphic series (> 900) of microsatellite (Msat) markers which are distributed across the genome of *P. falciparum*. Because of their abundance in the genome and high variability, microsatellite loci are ideally suited markers for estimating population parameters in natural populations. Following the genetic cross and genotyping of first generation progeny, 13 of 901 (1.4%) loci were found to contain mutations not evident in either parent. This suggests that these loci, as in many species of plants and animals, may have rather high mutation rates. Indeed, Su and Wellems' data would suggest that mutation rates of $10^{-4}$ may be reasonable (13 of 900 loci acquired mutation following a single generation, assuming mutation rate is equal across all loci).

Levels of polymorphisms in microsatellite loci are therefore extremely high relative to SNP's and since this variation is largely neutral, Msat's should serve as genetic markers for resolving finer-scale chronologies of events following the origin of Malaria's Eve. In short, the virtual absence of SNP's means that they can provide no meaningful interpretation of recent events, but the much faster-evolving Msat loci will provide glimpses of post-Malarial Eve events.

Msat's have been used to infer a selective sweep in *P. falciparum* that is putatively associated with the rise of chloroquine resistance sometime within the last half-century. Chloroquine is an important anti-malarial drug for which efficacy has waned in recent decades due to proliferation of resistant parasite strains. Parasite resistance to chloroquine shows strong correlation to several point mutations in transmembrane vacuole protein (*PfCRT*) located on chromosome 7. In a survey of Msat polymorphism within and between chloroquine-sensitive (CQS) and chloroquine-resistant (CQR) phenotypes, Wootton et al reported low levels of polymorphism among CQR strains in areas flanking the *PfCRT* as compared to distal regions of chromosome 7 and to the remainder of the genome. Among the CQS strains, levels of Msat polymorphism are evenly distributed across the region, indicating that the sweep of Msat variability is highly correlated with chloroquine resistance. Based on the extent of linkage disequilibrium decay, the authors estimated that this sweep occurred with the last 20-80 generations. This corresponds roughly to between 6-30 years ago for the occurrence of the sweep, which is compatible with epidemiological studies of the emergence of global chloroquine resistance. This observation underscores both the remarkable adaptability of the parasite and also emphasizes the profound impact that human interventions can have on levels of polymorphism among its populations.

**Summary**

Studies of genomic polymorphism among *P. falciparum* populations have revealed that this parasite is surprisingly homogenous for most genetic loci. Past events in the evolution of the species have lead to vast reductions in genetic variation due to either demographic or selective sweeps, starting with the origin of Malaria's Eve perhaps as recently as 3,000 year ago. Subsequently, selective pressures such as those imposed by use of anti-malarial drugs, including chloroquine, may have further diminished variation over large regions of the genome. Nonetheless, it is clear that *P. falciparum* retains extraordinary ability to persist due in part to genomic novelties, such as repetitive antigen genes, which allow for rapid proliferation of genetic diversity despite demographic constraints. Understanding the precise mechanisms by which this adaptive potential is maintained and generated will be vital step in developing sustainable strategies to reduce malaria transmission and lessen the burden on human health.
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CHAPTER 9

Selective Sweeps in Structured Populations—Empirical Evidence and Theoretical Studies

Thomas Wiehe, Karl Schmid and Wolfgang Stephan

Introduction

Properties of most selection models have been explored for panmictic populations, but little work has been done for substructured populations. In a substructured population, background selection against deleterious mutations has been shown to increase \( F_{ST} \), a relative measure of differentiation between subpopulations, in chromosomal regions of low recombination because the effective size of local demes is reduced relative to that of high-recombination regions.\(^1,2\) On the other hand, directional selection and genetic hitchhiking associated with the fixation of advantageous alleles may lead to greater homogeneity among populations if the selected allele causing the hitchhiking event in one deme migrates to other demes and causes a hitchhiking event in these demes as well (see Fig. 1). This scenario, however, is expected only in regions of zero or extremely low recombination. For larger recombination rates, different neutral variants may become linked to the selected allele in the population in which the advantageous mutation arose. In this situation, limited migration of the selected allele may lead to increased differentiation at linked neutral loci between populations.\(^3\) Yet another case is that of local selection, in which the selected allele causing the hitchhiking event is locally adapted. Here, hitchhiking events are assumed to be restricted to single demes or parts of the species range and, as a consequence, may cause substantial genetic differences between populations.\(^2,4,5\)

To test these hypotheses about the migration behavior of selected genes and to compare it to that of neutral genes, we utilize the facts (1) that in some well-characterized sexually reproducing species, such as Drosophila,\(^6\) recombination rates vary drastically along chromosomes, and (2) that the evolutionary dynamics of genes in regions of high recombination rates do not generally deviate from a (nearly) neutral model, whereas genes in regions of reduced recombination may exhibit footprints of natural selection due to linkage to selected loci. The high-recombination loci may therefore serve as neutral markers in the analysis of past selective or demographic events. As a sexually reproducing species showing extensive population structure we discuss Drosophila ananassae, and also mention some human examples. Finally we use the highly selfing Arabidopsis thaliana and its close outcrossing relative A. lyrata to illustrate the situation in plants.
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Experimental Evidence

Data from Drosophila Ananassae

Drosophila ananassae is an ideal organism for our purposes because it exists in highly structured populations and has been used extensively in genetic analysis (reviewed by Tobari7). Other Drosophila species for which detailed genetic maps are available (D. melanogaster and D. simulans) have either low levels of population structure throughout their distribution or are geographically restricted and show little evidence of population structure. D. ananassae is the most abundant Drosophila species in much of the tropical and subtropical regions of the world and has even been observed in the milder American climatic regions.8 Its geographic center is thought to be in Southeast Asia,7 and it has most likely colonized much of the world very recently, invading a variety of climatic zones. It currently exists in many semi-isolated populations in the geographic regions where it has been studied.9-13 Population structure is evident along clines in India,14 and is particularly strong among the island populations in the south Pacific Ocean.9,13 Detailed cytological and genetic maps based on polytene chromosomes and visible mutants have been constructed for D. ananassae.7,15 These maps have demonstrated a centromeric effect (reduced recombination) on the X chromosome providing a means for us to compare DNA sequence variation of X-linked genes in regions of reduced recombination and compare them with X-linked genes in areas with intermediate or high rates of recombination.
Population Structure of *D. ananassae* Inferred from a High-Recombination Locus

We measured variation in a 1.8-kb segment of *Om(1D)* located in a region of normal to high recombination on the X chromosome. As explained before, DNA sequence variation of genes in such regions is likely to evolve according to a neutral model because recombination is expected to break up linkage disequilibrium with selected loci. In fact, patterns of variation at *Om(1D)* were consistent with a neutral equilibrium model. We thus used this gene to measure gene flow between two populations from southern, subtropical areas (Hyderabad, India and Sri Lanka) and two from temperate zones in the north (Nepal and Myanmar) along a longitudinal transect on the Indian subcontinent. Average nucleotide diversity at *Om(1D)* is around 0.01 within these populations, similar to estimates obtained from RFLP analysis for *Om(1D)* and *forked* which maps to the same polytene band as *Om(1D)*. Tests for detecting genetic differentiation between pairs of populations revealed that all four populations are genetically distinct at the neutral *Om(1D)* locus and show a pattern of isolation-by-distance.

Does Natural Selection Affect DNA Sequence Variation at Low-Recombination Loci in *D. ananassae*?

To test for evidence of natural selection on the X chromosome, we followed the general method outlined in the Introduction and assayed two loci in regions of the X chromosome with low rates of recombination within and between the same four populations of *D. ananassae* analyzed for *Om(1D)*. The first is a 3.6-kb region encompassing the *vermilion* (*v*) gene and the second is a 5.7-kb fragment of the *furrowed* (*fv*) gene region. *v* is located in a region of low recombination in the first clearly visible polytene band to the left of the centromere on the X chromosome. *fv* is in a region of presumably even lower rate of recombination on the right arm, as it maps to the transition zone at the base of the X between β-heterochromatin and euchromatin. Average nucleotide diversity within populations is 20-50 times lower in *v* and *fv* than in regions with normal to high rates of recombination. Levels of divergence between *D. ananassae* and a sibling species, *D. pallidosa*, are similar between *v* and *Om(1D)*. Divergence at *fv* was lower than at *Om(1D)*, but still at least 10-25 fold higher than nucleotide diversity within populations. For both *v* and *fv*, a constant-rate, neutral model of molecular evolution is rejected providing evidence that reduced variation is due to natural selection. The much lower level of variation at the low-recombination loci indicates that natural selection has a strong effect on levels of X chromosome variation in *D. ananassae*.

We also compared population structure at *fv* and *v* with that at *Om(1D)*. In contrast to *Om(1D)*, *v* and *fv* show no differentiation between the northern two populations or between the southern two populations but strong differentiation between northern and southern populations. This pattern of no differentiation within a geographic region, but high differentiation between geographic regions is due to nearly fixed differences between the northern and southern populations for about half of the polymorphisms observed. Together these results raise the intriguing possibility that patterns of molecular variation on the X chromosome reflect the effects of natural selection in different geographic regions.

Distinguishing Between Alternative Models of Natural Selection: Selective Sweep Versus Background Selection

Both a selective sweep model and a background selection model may explain the general observation of reduced variation in regions of low recombination (see above), and the strong differentiation between northern and southern populations at low recombination genes. The selective sweep model assumes differentiation in regions of low recombination is due to the locally favored substitutions. In contrast, the background selection model assumes that the differentiation is caused by the continual removal of deleterious alleles in regions of low recombination which results in lower effective population sizes and thus in a lower migration rate for the low-recombination locus.
We developed a statistical test to distinguish between the selective sweep and the background selection hypotheses in structured populations, described below ("Theoretical Studies" section). Applying this test to the \( v \) and \( f_{w} \) data indicates that, in addition to deleterious mutations that undoubtedly occur (reviewed in Keightley and EyreWalker), one has to postulate the occasional occurrence of advantageous mutations. Indeed, the observed pattern of differentiation at \( f_{w} \) is consistent with recent selective sweeps that homogenized single nucleotide polymorphism frequencies within the northern as well within the southern populations. At the \( v \) locus, only the data from the northern populations rejected the background selection model.

Whether a single sweep model can explain the data at \( f_{w} \) or independent sweeps must be invoked is difficult to decide. A single sweep model seems to be the most parsimonious explanation. But for a single sweep model to explain the data, at least two haplotypes of the \( f_{w} \) locus must be linked to the advantageous allele (see section “Sweeps and Population Structure” and Fig. 1). This would require that the levels of nucleotide variation before the hitchhiking event were sufficiently high and that the sweep took long enough to spread through the northern and southern populations for different haplotypes to become associated with the advantageous mutation via recombination. The occurrence of nearly fixed differences between populations can be explained by both a single and multiple sweep model. To determine if independent, local selective sweeps have occurred in the northern and southern populations, a larger number of polymorphic sites in these low recombination regions is required to obtain accurate estimates of the frequency spectrum of polymorphisms.

Evidence for adaptation of \( D. \) ananassae populations to local environmental conditions in India has also been documented at the phenotypic level. For ectothermic organisms such as Drosophila, temperature is an important environmental factor. In particular, \( D. \) ananassae is known to be stenotherm and cold sensitive, presumably due to its tropical origin. At low-altitude localities along the Indian subcontinent, average yearly temperature is relatively constant ranging from 24°C to 27°C, but seasonal variation increases dramatically with latitude. In \( D. \) ananassae, several morphometric traits such as wing length, thorax length, and ovariole number show latitudinal clines which may be caused by temperature adaptation. Similar latitudinal clines were observed for desiccation tolerance and starvation tolerance.

**Humans**

**Resistance to Malaria**

In humans, malaria has been a strong selective agent, leading to high-frequency advantageous polymorphisms at several genes (e.g., Duffy blood group locus, \( \alpha \)-globin, \( \beta \)-globin, G6PD). As an example of local adaptation (resistance to malaria), we discuss here the Duffy factor (FY). This gene is different from the other known genes involved in malaria resistance. The mutations producing the well-known sickle allele in the \( \beta \)-globin gene and the G6PD A-allele are deleterious in the absence of malarial selection. That means these mutations are found as balanced polymorphisms within local populations occurring at frequencies that are correlated with the local incidence of malaria. In contrast, the FY*O mutation of the Duffy gene is (nearly) fixed in sub-Saharan Africa, but absent or in low frequency in other geographic regions. This suggests that this FY mutation that confers resistance to malaria caused by *Plasmodium vivax* infection was a target of local directional selection pressures (local adaptation), whereas the alleles of the other genes conferring resistance to malarial infections due to *P. falciparum* (listed above) were more likely subject to balancing selection.

Hamblin and Di Rienzo set out to test this hypothesis for the Duffy locus. The FY*O mutation in sub-Saharan Africans represents a best-case scenario for detecting the effects of directional selection on patterns of sequence variation: the phenotype is clear and well
understood, the precise nucleotide location of the responsible mutation is known, and the population is more variable and closer to equilibrium than non-African populations. Except for the fact that the FY locus is in a chromosomal region of normal recombination, the authors used a similar approach as outlined above for *D. ananassae* by comparing DNA sequence variation at the Duffy gene in several populations to patterns of variation at putatively neutral marker genes. This study produced the following results. In the sample of the sub-Saharan Hausa population for which the allele FY*O* was fixed, the level of DNA sequence variation was reduced around the site of the FY*O* mutation relative to the flanking regions (including up to 16 kb on both sides). Furthermore, genetic differentiation between the Hausa population and non-African populations (measured by $F_{ST}$) near the position of the FY*O* mutation was significantly higher than that observed for the neutral marker genes and decreased at greater distances (> 10 kb) from the site of mutation. These results are consistent with the simple model of genetic hitchhiking caused by local directional selection. Using this model, the authors estimated the time of fixation of the FY*O* mutation as approximately $0.16 N_e$ generations and its selection coefficient as 0.002 or larger.

**Additional Examples of Locally Adapted Traits in Humans**

Other examples of locally adapted traits in humans include skin pigmentation and lactose tolerance. However, to our knowledge, specific analyses documenting the occurrence of local selection have not been performed in these examples. In the first case, a survey of the melanocortin 1 receptor locus in a worldwide sample found high nucleotide diversity relative to the average nucleotide diversity in human populations. Variation occurred mostly at nonsynonymous sites. Certain alleles were very frequent in some populations but nearly absent in others. The Arg163Gln variant (absent in the Africans studied) seems to have risen to high frequency (of about 70% in East and Southeast Asians) only very recently, possibly as a result of local adaptation.

Lactase persistence, the trait in which intestinal lactase activity persists at childhood levels into adulthood, varies in frequency in different human populations, being most frequent in northern Europeans and certain African and Arabian nomadic tribes, who have a history of drinking fresh milk. It has been shown that the element responsible for the lactase persistence/nonpersistence polymorphism is cis-acting to the lactase gene and that lactase persistence is associated with the most common 70-kb lactase haplotype. Directional selection has been postulated to explain the association of this haplotype with lactase persistence in northern Europeans.

**Arabidopsis Thaliana and Close Relatives**

*Arabidopsis thaliana* has recently become a model for plant population genetics because of its important role in plant functional genomics. Many traits show a high degree of naturally occurring, inheritable and potentially adaptive phenotypic variation among accessions that is very useful in mapping the genes underlying these traits. Two characteristics of *A. thaliana* need to be considered in studies of local selective sweeps. First, this species is almost completely selfing (more than 99%), which leads to low effective recombination rates and a reduced effective population size. Both selective sweeps and background selection are then expected to reduce genome-wide levels of nucleotide diversity considerably. Due to reduced effective population size, natural selection is expected to be less effective in removing slightly deleterious mutations from the population. Another consequence of selfing is that combinations of favorable alleles may not be broken up easily by recombination, which favors local adaptation to habitat-specific environments.

Second, *A. thaliana* is an annual species that tends to live at disturbed sites with low competition to other species. Thus, one can expect that local populations consist of unstable
metapopulations founded from few, highly inbred individuals. Such a metapopulation structure is consistent with the results from several surveys using RFLP and AFLP markers. A RFLP survey of more than 100 individuals from ten local populations detected only very little variation within, but much variation between populations as indicated by high $F_{ST}$ values. There was no correlation between genetic and geographical distance of populations, and the individual haplotypes appear to have a worldwide distribution. This pattern was confirmed by two AFLP studies although there was also evidence for some population structure resulting from isolation-by-distance. Coalescent simulations using these data fit better with a model of an exponentially growing metapopulation than a model of constant population size. These data suggest that in *A. thaliana* there has been long-distance gene flow or a recent population expansion, both of which could have been associated with the spread of human agriculture.

Despite the apparent lack of population structure, there are a number of traits showing variation across a geographic cline. Such clines may result from local adaptation and the genes responsible for these traits may be targets of locally restricted selective sweeps. For example, flowering time follows a gradient from north to south across Europe. Late flowering accessions that need a vernalization treatment occur predominantly in Northern Europe whereas early flowering accessions have been mostly collected from Central and Eastern Europe. This pattern can be interpreted as vernalization being advantageous in Northern latitudes because it allows plants to survive long winters. The molecular analysis of the *FRIGIDA* (*FRI*) locus demonstrated that late flowering is the ancestral condition and early flowering results from recessive loss-of-function alleles in *FRI* (or other flowering time loci). Johanson et al concluded that there was a strong selective pressure in Central Europe for an early flowering phenotype. The *FRI* gene appears to have been the prime target of selection because most natural early flowering accessions contain a loss-of-function allele of *FRI* which appears to have the greatest phenotypic effect on flowering time and fewer deleterious pleiotropic effects compared to other flowering time genes.

More recently, Le Corre et al have analyzed patterns of polymorphism at *FRI* in 25 accessions from France and England to test whether these patterns are consistent with the hypothesis of local selection for early flowering. They find high levels of amino acid polymorphism and low level of silent polymorphism. Tests of neutrality, such as Tajima’s test and the McDonald-Kreitman test, reject a neutral evolution model at this locus. In addition, they find eight mutations that lead to a loss-of-function allele and all of these mutations are associated with an early flowering phenotype. A haplotype network of the sequences suggests a recent origin of the loss-of-function alleles (and, in fact, of all earliness phenotypes) suggesting that selection for earliness has been recent, possibly after the last glaciation.

One intriguing result of this study, however, is that although the data look compatible with a local selective sweep at a single locus, the pattern of variation may not be caused by the fixation of a single advantageous allele. Since the advantageous phenotype results from loss-of-function mutations and there are many possibilities to knock out a gene, any given advantageous knock-out allele may not have enough time to be swept to fixation. New loss-of-function mutations are constantly being generated at a fairly high rate, which leads to a large number of different haplotypes such as observed by Le Corre et al. Under this scenario one also expects an excess of rare polymorphisms leading to a significant result of Tajima’s test but for a different reason than under a selective sweep model.

In summary, despite some evidence for local phenotypic adaptation in *A. thaliana* mentioned above (see also the review by Pigliucci), this species does not appear to be a good model system for studying the population genetics of local adaptation because of its selfing nature and metapopulation structure. Both factors are not favorable for $F_{ST}$-based tests. *A. thaliana* may not have enough population structure to exclude the case where several advantageous mutations are competing for fixation at the same time and lead to a ‘traffic’ situation if
genomic regions that hitchhike with different sweeps overlap with each other. Currently, there is no suitable statistical test of the traffic model available.

*Arabidopsis lyrata* ssp. *petraea*, a self-incompatible perennial, may be more suited for studying local selection than *A. thaliana* because it occurs in spatially restricted and isolated populations throughout Europe. Gene flow among populations may be low and increase the chance of local adaptation, which may make models of "single sweeps" applicable. Currently available data are consistent with such a scenario. For example, a survey of 35 microsatellite loci in a single population from Central Europe revealed a high degree of genetic variation in comparison to *A. thaliana*: Heterozygosity was about 40 times higher in *A. petraea* (0.041) than in *A. thaliana* (0.001). Simulations revealed that the distribution of allele frequencies in this population are similar to the expectation under a mutation-drift equilibrium model, which suggests that the population is old and stable. A survey of nucleotide diversity at the Myrosinase locus in populations of the *lyrata* subspecies of *Arabidopsis lyrata*, which occurs in North America, also suggests a distinct population structure because *F*<sub>ST</sub> values are in the range of 0.45 for this subspecies.

### Theoretical Studies

#### Estimating Population Subdivision

Statistical measures of genetic differentiation of subpopulations employ allele frequencies of polymorphic loci in samples taken from different localities (for recent reviews, see chapters 9 and 10 in Balding et al. One of the standard measures is Wright’s *F*<sub>ST</sub>, which is a reformulation of the traditional inbreeding coefficient *F* in terms of a ratio of allele frequencies in demes, or subpopulations, and the total population. It measures the deviation from Hardy-Weinberg equilibrium of the total population. More recently, instead of allele frequency based statistics, sequence based statistics have been used to measure genetic differentiation. These statistics are more appropriate for DNA sequence data collected today. The simulation results by Hudson show that the potential to detect local differentiation with sequence based statistical tests is sensitive to recombination and mutation rates, with the power generally decreasing when mutation rates decrease. With respect to the recombination rate there is no uniformly valid trend among these tests, but most tests investigated show less power for lower recombination rates.

Given that genetic differentiation between subpopulations was detected, the next question concerns its cause. It may be a mere consequence of restricted migration. Wright’s formula

\[ F_{ST} = \frac{1}{1+4N_e m}, \]

where *N_e* is the effective population size and *m* the migration rate per generation, describes the migration-drift equilibrium for a symmetric island population. If the magnitude of *N_e* or *m* (or both) is unknown, how can this situation be distinguished from one in which natural selection causes genetic differentiation? Purely demographic causes should affect the entire genome more or less uniformly. On the other hand, the footprints of selection should be confined to a more or less restricted segment of the genome—depending on the recombination rate. The answer may come from a comparative approach. As mentioned above, loci in regions of high recombination rates may be used as neutral markers and measurement of genetic differentiation (e.g., *F*<sub>ST</sub>) at these loci can be compared with those from rarely recombining genes. Discrepancies in the magnitude of *F*<sub>ST</sub> should be indicative of nonneutral evolutionary mechanisms. Generally, one may collect data from many genomic segments, perhaps entire chromosomes, and plot an *F*<sub>ST</sub> profile along a chromosome. Local adaptation, selective events which are confined to a particular subpopulation, should be detectable if such profiles show a
significant deviation from their mean value. This approach has been used by Hamblin et al.\textsuperscript{28} for analysis of the Duffy locus in humans (described in “Humans” section above).

Profiles of genetic variability which may be characteristic of a given subpopulation have first been explored by Charlesworth et al.\textsuperscript{2} both analytically and in computer simulations. Since the effects of background selection\textsuperscript{20} as well as of genetic hitchhiking, discussed below, critically depend on the recombination rate, these selective mechanisms should induce a characteristic signature along the chromosome, which may be uncovered if the level of genetic differentiation can be measured and compared for many loci along a chromosome.

In any case, there is a need for specifically designed statistical tests to detect selection in substructured populations. For the case of background selection, an example of such a test is described below. In the case of selective sweeps, a test may be constructed which considers the pattern of variation as a function of the physical distance from a selected site. Such a test for the detection of selective sweeps in panmictic populations has recently been described by Kim and Stephan.\textsuperscript{53} To our knowledge, a similar test for subdivided populations is not available. In contrast, modeling and analytical work to describe the effect of selective sweeps on $F_{\text{ST}}$ in a subdivided population has begun\textsuperscript{3} (see section “Sweeps and Population Structure”).

**Test of the Background Selection Model in a Substructured Population**

For small samples, background selection generates genealogies that are approximately identical to those produced by a strict neutral model if the effective population size is adjusted such that the effects of recombination and background selection on the locus of interest are taken into account.\textsuperscript{1} The slight distortions of the allele frequency spectrum produced by background selection\textsuperscript{20,54} are neglected because these can only be observed in rather large samples (usually not used). The effect of background selection on neutral variation in a substructured population can thus be analyzed by simulating a neutral coalescent in an appropriate model of population structure. As a starting point, we used the symmetric finite island model (Crow,\textsuperscript{55} Chapter 3.4) with background selection incorporated as the general framework of our simulations.\textsuperscript{16,18} We investigated several statistical properties of this test including critical values and achieved levels of significance.\textsuperscript{18} We also investigated the influence of the underlying model of population structure on the statistical power. The power of this test is expected to increase when a stepping-stone model rather than a finite island model is incorporated. Such a model is more realistic for *D. ananassae* populations which tend to show a pattern of isolation by distance.\textsuperscript{18}

**Selective Sweep Modeling**

The first explicit model of the effects of a selective sweep on linked polymorphism was formulated by Maynard Smith and Haigh\textsuperscript{56} in a deterministic setting. Later, Ohta and Kimura\textsuperscript{57} studied a similar model. They introduced diffusion processes and were able to model the effects of random drift. Stephan et al.\textsuperscript{58} obtained analytical results, based on diffusion theory, for the reduction of heterozygosity due to a single selective sweep and recurrent sweeps. However, it is very difficult to generalize these results and to take additional features such as demographic effects and population structure into account. The diffusion process can be mimicked by forward-in-time, whole population simulations. However, such computer simulations are extremely time- and space-demanding. Therefore, coalescent simulations, which run backwards in time and only simulate the genealogy of population samples rather than whole populations, became the favored approach to model selective sweeps. Coalescent based hitchhiking models were introduced by Kaplan et al.\textsuperscript{59} Kim and Stephan\textsuperscript{53} studied the effect of a selective sweep on a genome wide scale with the help of a newly designed simulation program based on the so-called ancestral recombination graph.\textsuperscript{60} These hitchhiking models assume a panmictic population with random mating. A comprehensive review of the current knowledge in the theory of genetic hitchhiking has recently been published by Barton.\textsuperscript{61}
**Sweeps and Population Structure**

An explicit model of selective sweeps in subdivided populations was developed by Slatkin and Wiehe. They used results from the deterministic analysis by Maynard Smith and Haigh and extended them to a selective sweep scenario in a symmetric finite island model; i.e., it is assumed that a fixed fraction $m$ of each subpopulation is replaced by immigrants drawn randomly from finitely many other subpopulations. In their model they consider the case where, initially, a selective sweep occurs in a single subpopulation, chosen at random. Eventually, a selectively favored individual emigrates and triggers a sweep in another island by importing the allele which had been favorable in the original island. Critical for creating population subdivision is that the emigrant haplotype which carries the favorable mutation from one deme to the next is different from the one in which the favorable mutation was originally present. In a simple deterministic two-locus two-allele model, the probability for this event is given by

$$(1-q)\, p^c,$$

where $q$ is the frequency of one of the alleles, $A$, at the neutral locus in any deme before the selective sweep, $p$ is the frequency of the sweep allele $B$ at the time when it arises in the first deme, $c$ the recombination rate between both loci and $s$ the selective advantage of the favored allele. After the sweep, the frequency of the neutral allele $A$ in deme $d$ will be

$$q' = q+(1-q)\, p^c,$$

if $B$ was linked with $A$ in deme $d$, and it will be

$$q'' = q(1-p^c),$$

if $B$ was linked with the other neutral allele, $a$.

After a while, all demes will have experienced this selective sweep, each one targeted with some time delay with respect to the previous one. The authors show that population subdivision, measured in terms of $F_{ST}$ at the linked neutral marker locus, can be transiently increased through differential association of one of the neutral alleles with the favored allele. Slatkin and Wiehe calculated also the dynamical behavior of $F_{ST}$ and found that, as a function of time, $F_{ST}$ passes through a maximal value and eventually decays on a time scale of $1/m$ generations to its drift-migration equilibrium state. The numerical value of the peak, the decay rate and the equilibrium depend on the selection coefficient, the migration and recombination rates. Their analytical results for a symmetric two-deme model show that $F_{ST}$ is maximal for intermediate recombination rates, but is close to zero for relatively high migration rates ($2N_m>1$) and for very small as well as for high recombination rates (Fig. 2) (see also Fig. 3 in Slatkin and Wiehe). The reason is that loci which are very closely linked to the sweep locus are unlikely to be decoupled while the selective allele is being fixed. Therefore, differentiation will be low because the selective sweep induces uniformity of the tightly linked neutral alleles among demes. In contrast, very distant loci are likely to be decoupled by recombination during the selective phase and their level of polymorphism remains unaffected. The result, insofar as $F_{ST}$ is concerned, is the same: there is no genetic differentiation among demes.

The authors also considered the propagation of a selective sweep in a one dimensional stepping stone model. Again, population subdivision is measured in terms of $F_{ST}$ at the neutral marker locus. After the advantageous mutation has swept through all population patches, there are again two types of patches: (1) those in which the favorable allele $B$ was linked to neutral allele $A$, leading to an increase in the frequency of $A$ in type 1 demes, and (2) those, in which $B$ was originally linked to neutral allele $a$, leading to a decrease of the frequency of $A$ in type 2 demes, according to the formulae above. Going from patch to patch, type 1 and type 2 demes alternate according to a geometric distribution with parameters $q'$ and $q''$, respectively. Therefore, although a selective sweep may create genetic differentiation among demes, a (geographically)
distant patch may be genetically more uniform to a given patch than a close one. Thus, a selective sweep may not induce isolation by distance (see Fig. 3).

Discussion

Our discussion of empirical evidence for local adaptation has shown that not every species may be suited for studying the effects of local adaptation on patterns of genetic variation. Due to the requirements and limitations of theoretical models of local selective sweeps, ideal species used to test these models should fulfill a set of requirements. First, they should be structured in well characterized and fairly well isolated subpopulations close to a mutation-drift equilibrium. Second, local populations should not result from recent population expansion because this would lead to founder effects. Third, populations should live in ecologically diverse habitats so that one can expect divergent adaptive evolution to happen. Fourth, the population structure should be stable. In particular, metapopulations with high extinction-recolonization dynamic may not persist long enough to show traces of selective sweeps within populations. Finally, the species should be closely related to a model organism for genome research so that the tools and resources developed for the model can be used to characterize the function of genes involved in local adaptation. Most of these requirements are fulfilled by Drosophila ananassae and (apparently) Arabidopsis lyrata.

In addition to the investigation of model organisms, the study of genetic variation involved in local adaptation is of particular interest in organisms that are of economical value. For example, populations of wild relatives of many crop species exhibit phenotypic variation in numerous traits in response to differences in local biotic (e.g., pathogenes) and abiotic (e.g.,
soil conditions) environments that may result from adaptive evolution. The genome-wide identification of genetic variation in such species using modern genomics tools, and the application of theoretical models of local sweeps in the analysis of this variation may prove to be useful as a heuristic tool for the mapping of genes involved in local adaptation. These genes could subsequently be introgressed into elite germplasm by molecular breeding approaches and contribute to the development of improved seeds for agriculture.

On the theoretical side, the biggest problem we are facing is that many statistical and mathematical methods are not readily applicable to species with substructure. For instance, the available statistical tests for neutrality, such as the HKA,19 Tajima’s43 and McDonald-Kreitman44 tests, are designed for panmictic, not for structured populations. Furthermore, the dynamics of selective sweeps in structured populations have so far only been analyzed in very simple models.3 More general models need to be investigated. When considering selective sweeps in structured populations there are two main scenarios: first, local sweeps which are eventually exported from the deme of their origin to other demes by migration (‘hitchhiking in space’) and, second, independent local sweeps which remain confined to their deme of origin (‘local adaptation’). Of particular interest would be a method to distinguish both types of sweeps. Preliminary analysis indicates that the unimodal profile of $F_{ST}$ when plotted as a function of the recombination rate (see Fig. 2) and observed under the hitchhiking-in-space model loses its mode and turns into a monotonically decreasing function under the local-adaptation model. This behavior may be used as a basis for a statistical test to distinguish both models in regions of normal recombination rates.
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