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What’s New in This Guide

This rewrite of the Networking Load Balancing Software Administrationls Guide supports the
6.5.27 release (or later) of the IRIX operating system.

Major Documentation Changes

This manual provides information about the following:

• Added information about static trunking in “Network Load Balancing Software
Features” on page 1.

• Added information about static trunking in “Supported Switches and Ethernets” on
page 4.

• Added information about how to configure Network Load Balancing Software to
operate with static trunking in Configuring Network Load Balancing Software for
Static Trunking on page 25.

• Added information about configuring switch ports in Initial Remedies on page 33.

• Added information about new switches supported in Appendix A.
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About This Guide

This guide describes the Network Load Balancing Software 2.2 release that lets you
consolidate Ethernet ports into a single IP address. It also optimizes performance by
determining and setting the load balance for input and output packets. The Network
Load Balancing Software runs on CHALLENGE, SGI Origin 200, SGI Origin 2000, Silicon
Graphics Onyx2, SGI Origin 300, Origin 350, and SGI Origin 3000 system, and SGI Origin
3900 systems running IRIX 6.5 or later.

Audience

This manual is your guide to configuring, testing, and monitoring your Network Load
Balancing Software network connection. This guide has been written so you can perform
all the basic Network Load Balancing Software administration tasks.

This guide is written for network system administrators. It presumes general knowledge
of the Ethernet and of the Silicon Graphics system in which it is installed.

Note: This guide is not an in-depth network administration guide; it does not provide
information for planning, managing, and maintaining an Ethernet network.

Structure of This Document

This guide consists of the following chapters and appendixes:

• Chapter 1, “Network Load Balancing Software and the Ethernet,” describes the
software’s features.

• Chapter 2, “Network Load Balancing Software Installation and Configuration,”
explains how to install the software and how to associate Ethernet ports with it.
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• Chapter 3, “Performance Tuning,” explains how to tune parameters to control how
the Network Load Balancing Software distributes outbound packets, and how it
balances inbound packets.

• Chapter 4, “Troubleshooting,” describes what to do when your network connection
has problems.

• Appendix A, “Validated Ethernet Switches”, summarizes Ethernet switches for
which the Network Load Balancing Software has been validated.

• Appendix B, “Error Messages”, lists Network Load Balancing Software error
messages and gives suggestions for remedies.

Other Required Documentation

For instructions on configuring a system for networking, see the latest version of IRIX
Admin: Networking and Mail.

For general information about your Silicon Graphics system, see its owner’s guide.

If you do not have your owner’s guide handy, you can get it and other Silicon Graphics
documentation online in the following locations:

• If you have installed the guide on your system, or if it is installed on a server on the
network, you can use the IRIS InSight Library: from the Toolchest, choose Help >
Online Books > SGI EndUser or SGI Admin, and select the applicable owner’s or
hardware guide.

• If you have access to the Internet, you can use the Technical Publications Library.
Enter the following URL in your Web browser location window:
http://docs.sgi.com

Once you are in the library, choose Catalogs > Hardware Catalog > and look under
the Owner’s Guides for the applicable owner’s guide.
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Conventions

The following conventions are used throughout this document:

Convention Meaning

command This fixed-space font denotes literal items such as commands, files,
routines, path names, signals, messages, and programming language
structures.

variable Italic typeface denotes variable entries and words or concepts being
defined.

user input This bold, fixed-space font denotes literal items that the user enters in
interactive sessions. Output is shown in nonbold, fixed-space font.

[] Brackets enclose optional portions of a command or directive line.

... Ellipses indicate that a preceding element can be repeated.

manpage(x) Man page section identifiers appear in parentheses after man page
names.

Obtaining Publications

You can obtain SGI documentation in the following ways:

See the SGI Technical Publications Library at http://docs.sgi.com. Various formats are
available. This library contains the most recent and most comprehensive set of online
books, release notes, man pages, and other information.

If it is installed on your SGI system, you can use InfoSearch, an online tool that provides
a more limited set of online books, release notes, and man pages. With an IRIX system,
select Help from the Toolchest, and then select InfoSearch. Or you can type infosearch
on a command line.

You can also view release notes by typing either grelnotes or relnotes on a
command line.

You can also view man pages by typing man <title> on a command line.



xvi 007-3895-004

About This Guide

Reader Comments

If you have comments about the technical accuracy, content, or organization of this
document, contact SGI. Be sure to include the title and document number of the manual
with your comments. (Online, the document number is located in the front matter of the
manual. In printed manuals, the document number is located at the bottom of each
page.).

You can contact SGI in any of the following ways:

• Send e-mail to the following address:

techpubs@sgi.com

• Use the Feedback option on the Technical Publications Library web page:

http://docs.sgi.com

• Contact your customer service representative and ask that an incident be filed in the
SGI incident tracking system.

• Send mail to the following address:

Technical Publications
SGI
1500 Crittenden Lane, M/S 535
Mountain View, California 94043-1351

SGI values your comments and will respond to them promptly.
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Chapter 1

1. Network Load Balancing Software and the Ethernet

The Network Load Balancing Software lets you consolidate as many as 40 Ethernet ports
into a single IP address, and balance the load on the ports.

This chapter consists of these sections:

• “Network Load Balancing Software Features” on page 1

• “Compatibility” on page 3

• “Network Load Balancing Driver and System Resources” on page 7

Network Load Balancing Software Features

The Network Load Balancing Software acts as a virtual network device, with its own IP
address.

You associate real devices—the actual Ethernet ports—with the Network Load Balancing
Software; instead of using and advertising the ports’ IP addresses, you use the Network
Load Balancing Software’s IP address. The Network Load Balancing Software and its
ports look like a single device to the clients.

The method of assigning a single IP address to a group of Ethernet devices is to collect
the Ethernets under a new network device, the load-balancing device. Each Ethernet device
must have its own IP address, and this address cannot be identical to that of any other
network device on the system. Only the IP address of the load-balancing device is
advertised, typically through the name assigned to the IP address; the IP addresses of the
individual Ethernets are not.

Besides offering the efficiency of a single IP address for several ports, the Network Load
Balancing Software automatically optimizes load sharing:

• The Network Load Balancing Software distributes outbound packets on a
per-connection basis. (Packets with the same source and destination IP addresses
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and port numbers are considered to belong to the same connection.) It guarantees
that all packets for a single connection are sent out on the same Ethernet device.

• The Network Load Balancing Software balances input on a per-client basis. Input
balancing is dynamic and requires no special configuration.

Each client is given a MAC address to use for the IP address belonging to the
load-balancing device. The clients do not all have the same IP-to-MAC address
mapping; thus they send all of the packets they transmit to the MAC address they
were given without regard to connection.

You can adjust parameters to fine-tune the load balancing; this process is explained in
Chapter 3, “Performance Tuning.”

The Network Load Balancing Software can detect link failure and can reconfigure the
load-balancing device in real time to adapt for the failed link. The software can detect
interface and cable failure between the server and the switch; it automatically redirects
inbound and outbound traffic to an active adapter port, thus eliminating a single point
of network failure. It is completely transparent to the application, regardless of the
protocol it uses with the exception that user datagram protocol (UDP) applications which
may encounter a packet drop. As packet dropping is to be expected for UDP in this case,
the failure of a link does not alter the expected behavior of UDP.

In the event of link failure, no administration action is required. The time it takes for
Network Load Balancing Software to recover depends upon network activity and the
settings of the tuning parmeters for Network Load Balancing Software detection and
recovery. These primary tuning parmeters are described in “Tuning Parameters for
Failure Detection and Recovery” on page 29 and the nlb(7) man page and
/var/sysgen/mtune/if_lb file.

Starting with the Network Load Balancing Software 2.1 release, you can configure
Network Load Balancing Software devices with load balancing disabled, allowing only
the failure detection and recovery feature to be used. For more information, see
“Configuring Network Load Balancing Software for Failure Detection Only” on page 24.

The Network Load Balancing Software 2.2 release adds support for static trunking that
allows it to interoperate with switches that support static trunking.

Switches that support static trunking require that the ports on the other end all have the
same MAC address. This is handled transparently by Network Load Balancing Software
and is not meant to be controlled by the administrator. Network Load Balancing
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Software uses the MAC address from the first Ethernet in the list provided to lbconfig.
Normally, this is from the device list in the /etc/config/nlb.options file.

When using static trunking, the output load balance is still managed by Network Load
Balancing Software. The input balance, however, is managed by the switch, so Network
Load Balancing Software does not have control over it. Also, the Network Load
Balancing Software does not have control over all of the failure detection and recovery
features. The switch shares in this responsibility.

For more information, see “Configuring Network Load Balancing Software for Static
Trunking” on page 25.

Note: IP version 6 (IPv6) is not supported on Network Load Balancing Software. That is,
no output load balancing is  done. You can still use with Network Load Balancing
Software with IPv6 protocol. It just treats IPv6 as a protocol it does not  know. Input
balancing does not work either, but packet transmission and reception should still occur.
The failure detection and recovery features also work.

Compatibility

This section discusses compatibility in the following subsections:

• “Supported Platforms” on page 3

• “Supported Switches and Ethernets” on page 4

The Network Load Balancing Software provides IP alias support and dynamic session
shifting. As you can with any network device, you can set up aliases for the Network
Load Balancing Software; follow instructions in the latest version of IRIX Admin:
Networking and Mail. However, you cannot assign aliases to the physical devices.

Supported Platforms

The Network Load Balancing Software runs on the following Silicon Graphics systems:

• Challenge DM, L, and XL system with at least one two-port Fast Ethernet VME
adapter board installed

• Origin 200 system with up to three PCI Fast Ethernet adapter boards per module
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• Origin 200 GIGAchannel two-module system with two Gigabit Ethernet PCI
adapter boards or with up to five 4-port XIO Fast Ethernet adapter boards

• Origin 2000 or Onyx2 system with up to six 4-port Fast Ethernet adapter boards per
module, or with two to six Gigabit Ethernet adapter boards per module

• Orgin 300 system with up to three PCI Fast Ethernet adapter boards per module

• Orgin 350 system with up to three PCI Fast Ethernet adapter boards per module

• Origin 300 or Origin 350 systems runnning Gigabit Ethernet

• Orgin 3000 system with up to six 4-port Fast Ethernet adapter boards per module,
or with two to six Gigabit Ethernet adapter boards per module

• Orgin 3900 system with up to six 4-port Fast Ethernet adapter boards per module,
or with two to six Gigabit Ethernet adapter boards per module

• SGI 10-Gigabit (Gbit) Ethernet network adapters are supported on SGI Origin 350,
SGI Origin 3000 with IX brick or PX brick, Silicon Graphics Onyx 350, Silicon
Graphics Onyx 3000 with IX brick or PX brick, and Silicon Graphics Onyx 4
systems. The number of the 10-Gbit Ethernet network adapters supported varies by
system. For more information, see the SGI 10-Gigabit Ethernet Network Adapter User’s
Guide.

In addition, the Network Load Balancing Software is interoperable with OCTANE, O2,
Indy, Indigo2, Fuel, Tezro and any other client that supports gratuitous ARP.

Supported Switches and Ethernets

The Network Load Balancing Software supports load distribution and bandwidth
aggregation for mixed IP traffic, that is, multiple connections, or connections to multiple
hosts.

A network switch is required as an interface between the client Ethernet ports and the
host system running the Network Load Balancing Software. The Ethernets used with the
load-balancing device must be connected to a Layer 2 switch and must be on the same
virtual local area network (VLAN). There are no additional requirements for the switch,
nor are there any requirements for any other systems connected to the switch to send
packets to the load-balancing device. No special switch configuration is required for
Layer 2 devices.
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Starting with the Network Load Balancing Software 2.2 release, Network Load Balancing
Software interoperates with any switch supporting static trunking without the Layer 2
restriction. For more information, see “Configuring Network Load Balancing Software
for Static Trunking” on page 25.

The software is compatible with Ethernet 10-Base-T, 100-Base-T, gigabit Ethernet and 10
gigabit Ethernet. The Network Load Balancing Software supports 2 to 40 Ethernet ports
per subnet, and 1 to 20 load-balancing devices per system, assuming two ports minimum
per group. Appendix A, “,” summarizes Ethernet switches with which the Network
Load Balancing Software has been validated.

Note: No speed information is made available by the Ethernet driver, so the device does
not distinguish between 10-Base-T, 100-Base-T, Gigabit Ethernet, and 10-Gbit Ethernet.
Because the load-balancing device does not take maximum line bandwidth into account
(that is, bandwidth differences between attached devices), mixing 10-Base-T, 100-Base-T,
and gigabit Ethernet might not give the expected results.

Figure 1-1 diagrams an example of Network Load Balancing Software and switch
topology.
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Figure 1-1 Network Load Balancing Software Example

Note: For more information on networks on Silicon Graphics systems, see the latest
version of IRIX Admin: Networking and Mail.
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Network Load Balancing Driver and System Resources

The Network Load Balancing driver includes the subsystems summarized in Table 1-1.

The Network Load Balancing Software places an additional memory usage load of 40
bytes per client on the kernel: each client communicating with the server via the server's
load-balancing interface causes the server to allocate 40 bytes of memory. This amount
remains allocated as long as the route entry exists. When the client is no longer sending
packets, the route entry is eventually removed due to an ARP entry expiration.

The worst-case cost of balancing the input load is three ARP packets (one request, one
reply, and one gratuitous request) per balance period. By default, this period is one
second, so the cost for the default would be three packets per second. This overhead does
not appear to have any measurable effect.

Table 1-1 Network Load Balancing Software Subsystems

Subsystem Description Approximate Size (1K Blocks)

nlb_eoe.sw.nlb Network Load Balancing
driver software

126.5

nlb_eoe.man.nlb Man pages 12.5

nlb_eoe.man.relnotes Release notes 18.5

nlb_eoe.books Network Load Balancing
Software Administrator’s
Guide (accessible online if
Insight books are loaded)

451
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Chapter 2

2. Network Load Balancing Software Installation and
Configuration

This chapter describes how to configure the Network Load Balancing Software, in these
sections:

• “Installing the Software” on page 9

• “IP Addresses and the Network Load Balancing Software” on page 10

• “Preparing for Network Load Balancing Software Configuration” on page 12

• “Network Load Balancing Software and the Shell Command File
/etc/init.d/network” on page 14

• “Configuring the Network Load Balancing Software and Driver” on page 15

• “Adding Network Load Balancing to a System” on page 16

• “Making the Network Load Balancing Interface the Primary Interface” on page 20

• “Configuring Multiple Network Load Balancing Software Interfaces” on page 23

• “Configuring Network Load Balancing Software for Failure Detection Only” on
page 24

• “Configuring Network Load Balancing Software for Static Trunking” on page 25

• “Verifying the Network Load Balancing Software Connection” on page 26

Installing the Software

Use the inst(1M) command to install the Network Load Balancing Software. (For
information on using inst, see IRIX Admin: Software Installation and Licensing in the
Technical Publications Library.)
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If you are installing the Network Load Balancing Software for the first time, the
subsystems marked default are the ones that are installed if you use the go command
from the Inst menu.

To install a different set of subsystems, use the install, remove, keep, and step
commands in inst to customize the list of subsystems to be installed, then choose go.

IP Addresses and the Network Load Balancing Software

Your system must have an IP address and a network connection name for each Network
Load Balancing Software network interface and for each device to be assigned to the
Network Load Balancing Software.

• IP addresses are usually assigned by a site’s network administrator, who obtains
them from the Network Information Center.

• The network connection name is entered in the /etc/hosts file1. This name is
paired with an IP address. Each network interface must have one network
connection name that is unique to the domain and one globally unique IP address.
The following example line that might appear in an /etc/hosts file shows an IP
address (from the test network, 192.2.0) and a network connection name, followed
by its short form (or alias).

192.0.2.5 sys2.mrktg.group1.com sys2

Generally, network interface IP addresses must always be unique and cannot share a
subnet on the same system. (For more information, see information on IP addresses in
the latest version of IRIX Admin: Networking and Mail.)

However, network devices assigned to a Network Load Balancing Software device can
share a subnet address with the Network Load Balancing Software device or the other
network devices assigned to it. For Network Load Balancing Software, these addresses
must be unique only within the subnet.

1 For more information about the /etc/hosts file, see the hosts(4) man page and IRIX Admin:
Networking and Mail.
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The IP addresses for network devices assigned to a Network Load Balancing Software
device must be addresses that can legally appear on the wire. Although these addresses
are not used or advertised, they appear in ARP packets.

These addresses need not be on the same network or subnet as the Network Load
Balancing Software; you can reuse addresses currently in use on other subnets.

The IP addresses of the devices configured for load balancing and that of the Network
Load Balancing Software need not be related, however, if there are multiple systems with
Network Load Balancing Software interfaces on the same subnet, all of the attached
Ethernet devices for all of these Network Load Balancing Software systems must also
have IP addresses on the same subnet as the Network Load Balancing Software devices
for the systems to be able to communicate with each other using Network Load
Balancing Software.

If there are multiple systems with Network Load Balancing Software interfaces on the
same subnet, all of the attached Ethernet devices for these systems must also have IP
addresses on the same subnet as the Network Load Balancing Software devices for the
systems to be able to communicate with each other using Network Load Balancing
Software. When properly configured, the systems will be able to communicate with each
other, but there will be no effective increase in the bandwidth between them.

The network portion of the IP address for each local area network must be unique; you
cannot use the same network address for your system’s Ethernet and Network Load
Balancing connections.

To get IP addresses for the Network Load Balancing Software and the devices you are
associating with it, follow these steps:

1. Determine which real devices you are associating with the Network Load Balancing
Software.

2. Obtain an IP address for the Network Load Balancing Software. This address must
be unique.

3. Obtain IP addresses for the real (Ethernet) devices if they have not already been
assigned.

4. If necessary, configure the Ethernet devices with ifconfig. For information on this
command, see its man page, ifconfig(1M).
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Note: For specifics, see the sections on planning and setting up a network in the latest
version of IRIX Admin: Networking and Mail.

Preparing for Network Load Balancing Software Configuration

Before starting Network Load Balancing Software configuration, collect the necessary
information and perform housekeeping so that the process goes smoothly. Follow these
steps:

1. Determine the number of networks to which your system will be connected after
the Network Load Balancing Software is installed.

2. If the system is to have more than one network connection, decide which will be the
primary network. The primary network interface should be the one where all or most
of the system’s network services or clients reside.

Note: If your system must boot over the network, the Network Load Balancing
Software connection cannot be the primary network interface. You can not use
DHCP to define/create the Network Load Balancing Software interface, it has to be
statically configured

3. For each network connection, select a network connection name and IP address.

The network connection name of the primary network connection must be the same
as the system’s hostname. You can display your system’s hostname by using the
hostname command within a shell window:

% /usr/bsd/hostname

You can display the current IP address associated with the network connection
name hostname by typing one of the following commands in a shell window:

% /sbin/grep hostname /etc/hosts

% /usr/bin/ypmatch hostname hosts

The names you create for non-primary network interfaces can be anything you
want. To facilitate recognition, the names usually include both the hostname and an
indication of the protocol (for example, nlb-mars or nlb2-mars).

4. Determine if any of your system’s network interfaces require special configuration
for the subnetwork mask (netmask), broadcast address, and route metric.



Preparing for Network Load Balancing Software Configuration

007-3895-004 13

Table 2-1 summarizes the default operational parameters for the network interfaces.

If any of these operational parameters needs special configuration, you must create
or edit an /etc/config/ifconfig-#.options file, where the pound sign (#)
matches the network interface’s order in the netif.options file. For example, for
the netif.options line if3name=lb0, create or edit the file
/etc/config/ifconfig-3.options.

Table 2-1 Default Network Interface Parameters

Parameter Default Description

Netmask No subnet.
That is, the bits in the standard network
portion of the Internet address are set to
1; the bits in the standard host portion of
the Internet address are set to 0 (for class
B addresses, 0xFFFF0000; for class C,
0xFFFFFF00).
The netmasks for all of the Ethernet
devices to be attached to Network Load
Balancing Software devices should be set
to 0xffffffff to avoid routing problems.

32-bit value used to create two or more
subnetworks from a single Internet
address, by increasing the number of bits
used as the network portion and
decreasing the number of bits used as
the host portion. When creating the
mask, assign 1 to each network bit and 0
to each host bit.

Broadcast
address

For the Internet address family, the host
portion of the IP address is set to 1s (for
class B addresses, x.x.255.255; for class C
addresses, x.x.x.255).

Address used by this interface for
contacting all systems on the local area
network.

Route
metric

0 Hop count value advertised by the
routing daemon (routed) to other routers.
Higher numbers make the route less
desirable and less likely to be selected as
a route. Settings range from 0 (most
favorable) to 16 (least favorable,
infinite).

arp Address Resolution Protocol (ARP) is
enabled and used by the interface.

Address Resolution Protocol translates
IP addresses to link-layer (hardware)
addresses. When this parameter is
disabled, the interface does not use ARP.

debug Disabled When debugging is enabled, a wider
variety of error messages is displayed
when errors occur.
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Insure that the proper /etc/config/ifconfig-#.options file specifies the
correct subnetwork mask for the associated network.

For complete instructions for configuring operational parameters, see the device
configuration instructions in IRIX Admin: Networking and Mail.

5. Update the site’s hosts and ethers databases to include the correct information
about this system.

Network Load Balancing Software and the Shell Command File
/etc/init.d/network

During system startup and any time it is invoked specifically, the shell command file
/etc/init.d/network configures and initializes the network interfaces and software.
Some of the script’s procedures are accomplished by calling other utilities and reading
configuration files. Among other tasks, /etc/init.d/network performs the
following:

• Determines the system’s hostname, as defined in the /etc/sys_id file.

• Determines the network hardware and interfaces available in the operating system.

This information can be viewed with the hinv command.

• Determines the ordering for the network interfaces.

This information is defined in the /etc/config/netif.options file. If the
netif.options file has not been altered, the default ordering is configured (as
defined in the network script).

• Determines the network connection name for each network interface.

This information is defined by the if#name lines in the
/etc/config/netif.options file. If the netif.options file has not been
altered, the default names (as defined in the network script) are used.

• Determines the IP address for each interface by looking up each network connection
name in the /etc/hosts file.

• Determines the settings for each network interface’s operational parameters.

This information is defined in the /etc/config/ifconfig-#.options. If an
ifconfig-#.options file does not exist for the interface, the default settings are
assigned.
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• Configures and starts (enables) the number of network interfaces specified by the
if_num variable in the network script.

• Invokes /etc/init.d/network.ls, which handles the device-specific
configuration of the load-balancing devices.

The results of the network script’s configuration can be viewed with the
/usr/etc/netstat -i and /usr/etc/ifconfig commands.

Configuring the Network Load Balancing Software and Driver

This section describes how to configure a new network load-balancing network
connection for a system with multiple functional Ethernet connections. Configuration
consists of assigning Ethernet devices to the network load-balancing device and
performing the normal network device configuration for it. Follow these steps:

Note: You may want to define the lb0 interface BEFORE any of the physical interfaces
that make it up. For example, if lb0 is made up of ef0,ef1 and ef2, define lb0 first, ef0, then
ef1 and so on. If you do this, Network Load Balancing Software comes up with no
incorrect or extra routes that can degrade performance.

1. Edit /etc/config/nlb.options to assign the Ethernet devices for which load
balancing is to be performed. This file initially contains the following lines:

lb1name=lb0
lb1devs=
lb_num=1

2. To configure one network load-balancing device on the system, set the shell variable
lb1devs to a comma-separated list of Ethernet devices to be attached to the network
load-balancing device lb0. For example, if four Ethernet devices in the system, ef1,
ef2, ef2, and ef4 are to be assigned to the network load-balancing device,
nlb.options looks like the following:

lb1name=lb0
lb1devs=ef1,ef2,ef3,ef4
lb_num=1
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Note: The lb1devs shell variable comma-separated list cannot contain leading spaces,
tabs, or white spaces. If it does, on start up the circuits will not aggregate and an error
message similar to the following appears: Configuring Network Load
Balancing devices /etc/init.d/network[587]: ef2,:  not found

Adding Network Load Balancing to a System

This section provides instructions for adding a Network Load Balancing device to a
system with previously configured Ethernet devices. In these instructions, one of the
existing Ethernet interfaces serves as the primary network interface; the Network Load
Balancing interface serves as the secondary network interface.

Note: If your site uses an NIS service, the changes described in this section must also be
made to the database on the NIS server.

Follow these steps:

1. Make sure you have completed preliminary steps:

• Obtain network connection names and IP addresses for each Network Load
Balancing Software network interface, as described in “IP Addresses and the
Network Load Balancing Software” on page 10.

• Prepare for configuration, as described in “Preparing for Network Load
Balancing Software Configuration” on page 12.

• Configure the software and driver, as described in “Network Load Balancing
Software and the Shell Command File /etc/init.d/network” on page 14.

2. If necessary, determine your system’s hostname:

# /usr/bsd/hostname

3. As superuser, open the /etc/hosts file and find the line containing your system’s
hostname. This line configures your system’s Ethernet network interface. For
multiport Ethernet configuration, see step 4.

If you find the Network Load Balancing Software name or address, verify that the
IP address and the name are correct for the Network Load Balancing Software
connection.
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If you do not find an entry for this name, search for the Network Load Balancing
Software IP address. Searching for all instances of the system’s hostname usually
identifies all the network connection names for the system.

If the line is not correct or is missing, edit the file so that there is a line containing the
IP address and network connection name for the Network Load Balancing Software
network interface.

A typical format for an entry in /etc/hosts file is as shown:

IPaddress full_network_connectionname alias

For example, a portion of an /etc/hosts file might look like this, where the host
sys2 has two entries and sys3 has one:

192.0.2.1 sys3.mrktg.group1.com sys3

192.0.2.5 sys2.mrktg.group1.com sys2

192.0.2.8 nlb-sys2.engr.group1.com nlb-sys2

4. To configure your system for multiple Ethernet ports, edit the /etc/hosts similar
to the following example:

# Default IP address for a new IRIS. It should be changed
immediately to
 # the address appropriate for your network.
 # (The ’192.0.2’ network number is the officially blessed ’test’
network.)

 134.16.229.48   sqns3.engr.sgi.com      sqns3

 # This entry must be present or the system will not work.
 127.0.0.1       localhost
 #
 #       lb0: interfaces
 #
 165.154.216.30  nlb-sqns3.engr.sgi.com         nlb-sqns3
 165.154.216.31  nlb1-sqns3.engr.sgi.com        nlb1-sqns3
 165.154.216.32  nlb2-sqns3.engr.sgi.com        nlb2-sqns3
 165.154.216.33  nlb3-sqns3.engr.sgi.com        nlb3-sqns3
 165.154.216.34  nlb4-sqns3.engr.sgi.com        nlb4-sqns3

Edit the /etc/config/netif.options similar to the following example:

if1name=ef0
if1addr=$HOSTNAME

if5name=ef1
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if5addr=nlb1-$HOSTNAME
if6name=ef2
if6addr=nlb2-$HOSTNAME
if7name=ef3
if7addr=nlb3-$HOSTNAME
if8name=ef4
if8addr=nlb4-$HOSTNAME
if9addr=nlb-$HOSTNAME

Edit the /etc/config/nlb.options similar to the following example:

lb1name=lb0
lb1devs=ef1,ef2,ef3,ef4
lb_num=4

5. If your system uses more than one network connection, for each one (in addition to
Network Load Balancing Software), verify that the name and IP address are the
correct; follow instructions in step 3.

6. Copy the line containing your system’s hostname and place the copy immediately
below the original in the /etc/hosts file. This new line configures your system’s
Network Load Balancing network interface.

7. On the new line, change each instance of your system’s hostname to nlb-hostname.
That is, precede your system’s hostname with nlb-.

8. On the same (new) line, change the address (digits on the left) to the Network Load
Balancing IP address.

For example, the lines for a system with a hostname of sys3 in the domain
group1.com looks like this:

x.x.x.x sys3.group1.com     sys3      #Ether primary
x.x.x.x nlb-sys3.group1.com nlb-sys3  #Load Bal. secondary

In these entries, each x represents one to three digits.

9. Save and close /etc/hosts.

10. Edit /etc/config/netif.options so that the network startup script can
configure the load-balancing devices. Find the first two pairs of lines showing
interface names that are not currently occupied.

In the following example, the first two pairs are in use:

if1name= ef0
if1addr=$HOSTNAME
if2name= ef1
if2addr=gate-$HOSTNAME
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: if3name=
: if3addr=gate2-$HOSTNAME
: if4name=
: if4addr=gate3-$HOSTNAME

In this case, you change

: if3name=
: if3addr=gate2-$HOSTNAME

to

if3name= lb0
if3addr=nlb-$HOSTNAME

Note: Make sure the names or name formats you enter correspond to entries in the
/etc/hosts file.

If this file has, for example, five pairs of entries for five Ethernets already configured
on the system, you would add the following two lines below those entries:

if6name=lb0
if6addr=nlb-$HOSTNAME

Note: You do not need to edit the entries for the existing Ethernet interfaces. Each
Ethernet to be attached to the Network Load Balancing device must have an IP
address assigned, even though these addresses are not actually used. You might
need to change the addresses of client systems previously on the subnets accessed
via the Ethernets that are being assigned to the Network Load Balancing interface.

11. Save and close /etc/config/netif.options.

12. If applicable, edit /etc/config/nlb.options to attach additional Ethernets to
the Network Load Balancing device. (See “Configuring the Network Load
Balancing Software and Driver” on page 15 for information on this file.)

13. Build your changes into the operating system:

# /etc/autoconfig
Automatically reconfiguring the operating system.

Note: When setting up Network Load Balancing software, you can edit
etc/config/nlb.options or /etc/config/netif.options as appropriate
and then apply all of your changes using the autoconfig command.
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14. Turn on the Network Load Balancing Software using chkconfig.

15.  Reboot the system to start using the reconfigured kernel.

Once the system is rebooted, output from netstat -in might look like that in
Figure 2-2.

Figure 2-1 Network Load Balancing Device as Secondary Interface Example (netstat -in)

Making the Network Load Balancing Interface the Primary Interface

This section provides instructions for configuring a system so that the Network Load
Balancing connection serves as the primary network interface and an Ethernet interface
serves as the secondary one.

Follow these steps:

1. Open a shell window and log in as superuser.

2. If necessary, determine your system’s hostname:

# /usr/bsd/hostname

3. Open the /etc/hosts file and find the line containing your system’s hostname.

Ethernet interface
Network Load Balancing
 interface (configured as

secondary interface)

Devices attached
to lb0

Ethernet interface
Network Load Balancing
 interface (configured as

Name Mtu   Network     Address           Ipkts Ierrs    Opkts  Oerrs Col
ef0  1500  192.1.2     192.1.2.1      34220311     0  1945959      0    
lb0  1500  192.0.2     192.0.2.3       3278730     0   801457      0    
ef1  1500  192.0.2.6   192.0.2.6       1085717     0   645275      0    
ef2  1500  192.0.2.13  192.0.2.13       731025     0   155986      0    
ef3  1500  192.0.2.17  192.0.2.17       731025     0       66      0    
ef4  1500  192.0.2.25  192.0.2.25       730963     0      130      0    
lo0  32992 127         127.0.0.1       1517780     0  1517780      0    

secondary interface)

Devices attached
to lb0
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If the file does not contain a line for your hostname, enter it; for example:

192.0.2.1 sys3.mrktg.group1.com sys3

4. Copy the line and place the copy immediately below the original.

5. On the original line, change the address (the digits on the left) to the IP address for
the Network Load Balancing network. This line configures your system’s Network
Load Balancing network interface. Do not change the hostname.

6. On the new line, change the hostname to the new connection name, which is used
for the original primary Ethernet (such as gate5-sys3 in the example below).

On this new line, do not change the IP address (which represents the Ethernet
connection).

The following example shows entries in /etc/hosts for a system with a hostname
of sys3 in the domain group1.com:

x.x.x.x sys3.group1.com        sys3        #NLBS   primary
x.x.x.x gate5-sys3.group1.com  gate5-sys3  #Ether  secondary
x.x.x.x gate1-sys3.group1.com  gate1-sys3  #NLBS   attached to lb0
x.x.x.x gate2-sys3.group1.com  gate2-sys3  #NLBS   attached to lb0
x.x.x.x gate3-sys3.group1.com  gate3-sys3  #NLBS   attached to lb0
x.x.x.x gate4-sys3.group1.com  gate4-sys3  #NLBS   attached to lb0

In this example, each x represents one to three decimal digits.

7. Save and close /etc/hosts.

If your site uses an NIS service, the changes described above must also be made to
the database on the NIS server.

8. Open the /etc/config/netif.options file.

Any Network Load Balancing Software device listed in
/etc/config/netif.options must appear after the Ethernets that are to be
attached to it. For example, you might be attaching ef1 and ef2 to lb0, so they might
appear as follows:

if2name=ef1
if2addr=gate-$HOSTNAME
if3name=ef2
if3addr=gate2-$HOSTNAME
if4name=lb0
if4addr=nlb-$HOSTNAME

where NLBinterface is the name of the Network Load Balancing interface. For
example:
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if4name=lb0
if4addr=nlb-$HOSTNAME

9. To make an Network Load Balancing Software device be the primary, you have to
use the appropriate /etc/config/ifconfig-*.options file.  In the example
above, you can make lb0 the primary interface by adding the ifconfig(1M)
keyword primary to /etc/config/ifconfig-4.options.  For example, the
ifconfig-4.options file might contain the following:

netmask 0xffffff00 primary

10. Save and close /etc/config/netif.options.

11. If applicable, edit /etc/config/nlb.options to attach additional Ethernets to
the Network Load Balancing device. (See “Configuring the Network Load
Balancing Software and Driver” on page 15 for information on this file.)

12. Build your changes into the operating system:

# /etc/autoconfig
Automatically reconfiguing the operating system.

13. Turn on the Network Load Balancing Software using chkconfig.

14. Reboot the system to start using the reconfigured kernel.

Figure 2-2 shows netstat -in output with a load-balancing device as the primary
Ethernet interface.
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Figure 2-2 Network Load Balancing Device as Primary Interface Example (netstat -in)

Configuring Multiple Network Load Balancing Software Interfaces

To configure multiple network load-balancing devices, follow these steps:

1. Follow instructions for configuring and adding the load-balancing device to the
system, as described in this chapter.

2. Use systune to change the tunable parameter, lb_devices. Enter

systune lb_devices numberofdevices

For example, this command sets the number of load-balancing devices to 2:

systune lb_devices 2

For information on this command, see its man page, systune(1M).

3. Edit /etc/config/nlb_options:

• Set lb1name and lb2name to the load-balancing device names you are using.

• Set the shell variable lb1devs to a comma-separated list of Ethernet devices to
be attached to the network load-balancing device lb0.

Ethernet interface

Network Load Balancing
 interface (configured as

Devices attached

primary interface)

to lb0

Ethernet interface

Network Load Balancing
 interface (configured as

Name Mtu   Network     Address           Ipkts Ierrs    Opkts  Oerrs Col
lb0  1500  192.0.2     192.0.2.2      34220311     0  1945959      0    
ef0  1500  192.1.2     192.1.2.3       3278730     0   801457      0    
ef1  1500  192.0.2.6   192.0.2.6       1085717     0   645275      0    
ef2  1500  192.0.2.13  192.0.2.13       731025     0   155986      0    
ef3  1500  192.0.2.17  192.0.2.17       731025     0       66      0    
ef4  1500  192.0.2.25  192.0.2.25       730963     0      130      0    
lo0  32992 127         127.0.0.1       1517780     0  1517780      0    

Devices attached

primary interface)

to lb0
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• Change the shell variable lb_num from the default of 1 to the number of
network load-balancing devices configurable on the system.

• Save and close the file.

The following example shows entries for two network load-balancing devices:

lb1name=lb0
lb1devs=ef1,ef2
lb2name=lb1
lb2devs=ef3,ef4
lb_num=2

4. For changes in the systune lb_devices parameter to take effect, build your changes
into the operating system:

# /etc/autoconfig
Automatically reconfiguring the operating system.

5. Turn on the Network Load Balancing Software using chkconfig.

6. Reboot the system to start using the reconfigured kernel.

Configuring Network Load Balancing Software for Failure Detection Only

Network Load Balancing Software can be configured with the load balancing features
disabled, leaving only the failure detection and recovery operational. You can do this by
setting the appropriate lbXopt value in the /etc/config/nlb.option file, where X
is the unit number. For example, the /etc/config/nlb.options file may contain the
following:

lb1name=lb0
lb1devs=ef1,ef2
lb1opt=-F
lb_num=1



Configuring Network Load Balancing Software for Static Trunking

007-3895-004 25

This will configure the Network Load Balancing Software device with load balancing
disabled. For a system with multiple Network Load Balancing Software devices, the
nlb.options file may contain the following:

lb1name=lb0
lb1devs=ef1,ef2
lb1opt=-F
lb2name=lb1
lb2devs=ef3,ef4
lb_num=2

In the example above, lb0 is configured with load balancing disabled while lb1 is
configured normally (load balancing enabled). By default, Network Load Balancing
Software devices will be configured with load balancing enabled. In the above example,
the absence of lb2opt results in a default configuration for lb1.

Configuring Network Load Balancing Software for Static Trunking

Network Load Balancing Software can be configured for static trunking. You can do this
by setting the appropriate lbXopt value in the /etc/config/nlb.option file, where
X is the unit number. For example, the /etc/config/nlb.options file could contain
the following:

lb1name=lb0
lb1devs=ef1,ef2
lb1opt=-t
lb_num=1

This example configures the Network Load Balancing Software device for static trunking
operation. For a system with multiple Network Load Balancing Software devices, the
nlb.options file could contain the following:

lb1name=lb0
lb1devs=ef1,ef2
lb1opt=-t
lb2name=lb1
lb2devs=ef3,ef4
lb_num=2

In the above example, lb0 is configured for static trunking operation while lb1 is
configured normally (load balancing enabled). By default, Network Load Balancing
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Software devices will be configured with load balancing enabled. In the above example,
the absence of lb2opt results in a default configuration for lb1.

Verifying the Network Load Balancing Software Connection

To verify that the system’s Network Load Balancing Software connection is working,
follow these steps:

1. List all network interfaces on the system. A Network Load Balancing Software
interface, such as lb#, must be listed.

% /usr/etc/netstat -in

If the listing does not include a Network Load Balancing Software interface, the
Network Load Balancing Software may not have been installed, may not be
configured, or may not be built into the operating system. Fix the problem before
continuing.

2. Check that the load-balancing configuration is correct by entering

% /usr/etc/lbconfig interfacename

where interfacename is the name of a load-balancing interface, such as lb0. For
example:

# lbconfig lb0
Interfaces configured for lb0: ef1,ef2,ef3,ef4

Compare the output of this command to the configuration in
/etc/config/nlb.options. If it does not correspond, reboot and check again. If
it still does not correspond, contact your service provider.

3. Use ifconfig to get the broadcast address:

% /etc/ifconfig interfacename

4. Use the broadcast address in a ping command, as follows:

% /usr/etc/ping broadcastaddress

5. Verify that all clients on the subnet respond.

6. You can use lbstat -C to further evaluate the state of the load-balancing device(s)
on the system. In particular, the state for each Ethernet port attached to the
load-balancing device should be LINK_GOOD. If a port does not show this status,
check its cabling.
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Chapter 3

3. Performance Tuning

Tunable parameters control how well the Network Load Balancing Software distributes
outbound packets and how it balances inbound packets. This chapter describes these
parameters in these sections:

• “Tuning Parameters” on page 27

• “Changing Input Load Balancing” on page 30

Tuning Parameters

Network Load Balancing Software interface names are as follows:

nlb# lb0 lb1 ...

The Network Load Balancing Software takes a rolling average of source and destination
IP addresses and port numbers: after taking the first average, subsequent averages can
be tuned, as explained in “Adjusting the Average Weight” on page 32. The software then
applies a hash function and collapses the result to a 32-bit number so that it can send
related packets out on the same interface.

The Network Load Balancing Software has tunable parameters for adjusting the hash
function multiplier, number of devices to configure, and load balancing. Reset these
parameters with systune; for information, see its man page, systune(1M).

All of the tuning parameters are dynamic except the of lb_devices parameter.

The Network Load Balancing Software tunable parameters are as follows:

lb_hash_multiplier
Hash function multiplier, which selects the output interface. The default
multiplier is 612542337. For example:

systune lb_hash_multiplier 612542337



28 007-3895-004

3: Performance Tuning

lb_devices Maximum number of load-balancing devices to be configured when the
system is booted. The default is 1; range is 1 to 10. This example
configures the software for three active devices:

systune lb_devices 3

For the new setting to take effect, reconfigure the kernel and reboot.

See “Network Load Balancing Software and the Shell Command File
/etc/init.d/network” in Chapter 2 for information on setting the
number of load-balancing devices.

lb_balance_period
Period in milliseconds used for input load balancing. This variable
determines how often the input-balancing algorithm is executed. The
default is 1000 ms (that is, one second); the range is 100 to 600,000 ms.
See “Adjusting the Balance Period” on page 31 for instructions on
adjusting this parameter.

lb_balance_thresh
Threshold for mean deviation in input byte counts above which input
load balancing is triggered. The balance period is set in milliseconds. See
“Adjusting the Balance Threshold Value” on page 31 for instructions on
adjusting this parameter.

lb_average_weight
Weighting in units of 100 used to calculate the rolling load averages for
the interfaces. See “Adjusting the Average Weight” on page 32 for
instructions on adjusting this parameter

lb_ failure_interval
The interval in milliseconds that Network Load Balancing Software uses
detect link failures. This determines how often the failure detection
process will check the status of the underlying links on an Network
Load Balancing Software device for failure. By default, the value of this
parameter is 10000.  The minimum is 100.  The maximum is 60000.  In
general, this value should be greater than lb_balance_period.

lb_aggressive_failure
Use an aggressive failure detection method.  This method consists of
probing each interface attached to each load balancing device on each
failure detection round. This parameter can be either 0 (off) or 1 (on). By
default it is 0.
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lb_fail_thresh
This is a threshold for the number of hosts which must be assigned to an
interface for input before a link failure will be triggered by anything
other than an ENETDOWN error from the interface or an
EHOSTDOWN with IFF_UP not set in the interface flags.  The default
value for this is 1.

lb_check_count
This is the number of failure detection rounds in which an interface must
have an input load and input load average of 0 before the link is probed
for failure. The default value is 3. Setting this to 0 will cause the link to
be probed each time the load average drops to 0.

lb_debug Set the debugging level for load balancing devices.

lb_use_linkdown
Use the absence of the IFF_LINKDOWN flag on an interface as an
indicator that the interface can be enabled after having been identified
as failing.  This is for compatibility with older IRIX releases where
IFF_LINKDOWN was not implemented for all Ethernet interfaces.

Tuning Parameters for Failure Detection and Recovery

In the event of an error, the time it takes for Network Load Balancing Software to recover
depends upon network activity and the settings of the tuning parameters for Network
Load Balancing Software detection and recovery. These primary tuning parameters are
described in this section. For more detail information, see the nlb(7) man page and
/var/sysgen/mtune/if_lb file.

The primary tuning parameters are, as follows:

lb_failure_interval
Failure detection interval in milliseconds.

lb_aggressive_failure

Use the aggressive failure detection method of probing each interface on
each failure detection round.
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lb_fail_thresh
This is a threshold for the number of hosts which must be assigned to an
interface for input before a link failure will be triggered by anything
other than an ENETDOWN error from the interface or an
EHOSTDOWN with IFF_UP not set in the interface flags.

lb_check_count
The number of failure detection rounds that an interface must have an
input load and input load average of 0 before the link is probed for
failure.

lb_debug
Set Network Load Balancing Software debugging to the desired level
the valid settings are defined in the bsd/sys/if_lb.h file. This
parameter has only a default setting, no maximum or minimum,

lb_use_linkdown
Use the absence of the IFF_LINKDOWN flag on an interface as an
indicator that the interface can be enabled (this is for compatibility with
older IRIX releases where IFF_LINKDOWN was not implemented for all
Ethernet interfaces). Off by default; set to 1 to turn this on.

In addition, the failure detection time when the lb_aggressive_failure parameter
is not set is affected by the following tuning paramaters for input balancing:

lb_average_weight
The weighting in units of 100 used to calculate the rolling load averages
for the interfaces. The averages are calculated from the input packet
counts for each interface.

lb_balance_thresh
Threshold for mean deviation in input byte counts above which input
load balancing is triggered.  The default value is 1, the minimum is 1,
and the maximum is 100000. To disable input balancing, set the
lb_balance_thresh parameter to anything over 100.

Changing Input Load Balancing

The Network Load Balancing Software monitors packet count on the physical interfaces
and reassigns clients depending on the load. The averages are calculated from the input
packet counts for each interface. You can control this process by adjusting these
parameters:
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Note: These tuning parameters do not apply when using static trunking.

• the balance period, which determines when the snapshot is taken for the rolling
average

• the threshold for mean deviation in input byte counts: this parameter determines
when load balancing is triggered

• the average weight used for calculating the rolling load averages for the interfaces

The rest of this section explains how to adjust these parameters.

Adjusting the Balance Period

The balance period determines how often the input-balancing algorithm is executed.
More frequent execution increases overhead proportionally. The default is 1000 ms (that
is, one second).

To reset the balance period, set lb_balance_period to the desired number of
milliseconds (100 to 600,000); for example:

systune lb_balance_period 100000

Adjusting the Balance Threshold Value

The balance threshold value determines when load balancing is triggered; it is the
threshold for mean deviation in input packet counts above which input load balancing
is triggered. The Network Load Balancing Software calculates mean deviation, which
should be less than the balance threshold.

When the mean absolute deviation, expressed as a percentage of the mean input load,
exceeds this threshold, the Network Load Balancing Software attempts to balance the
load by assigning a client another MAC address.

Setting the balance threshold value to a low number can result in a better input balance.
However, such input balance might be impossible to achieve because the software
continually moves clients from one MAC address to another.

The default balance threshold is 1%; the range is 1 to 100,000%. For example:
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systune lb_balance_threshold 100

Adjusting the Average Weight

The Network Load Balancing Software uses the following formula to calculate the rolling
average:

where

and

S(n) The approximate average of n samples.

l(n) The nth sample.

k The tunable parameter, an integer that is the average weight. Default is
50; range is 0 to 99.

For example:

systune lb_average_weight 35

If k is 0, S(n) is always l(n), the instantaneous load. As k increases, l(n) provides less and
S(n-1) provides more of the value of S(n). The calculation uses k% of S(n-1) and 100-k%
of l(n).
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Chapter 4

4. Troubleshooting

This chapter describes what to do when your load-balancing network connection has
problems. The chapter describes the following topics:

• “Initial Remedies” on page 33

• “Connection Has Not Been Functional Since Last Boot” on page 34

• “Connection Has Been Functional in the Recent Past” on page 35

• “High Rate of Packet Loss Occurs” on page 36

• “System Cannot Communicate With Other Systems” on page 37

• “System Does Not Load Miniroot or Boot From the Network” on page 37

• “snoop command and Network Load Balancing Software Devices” on page 38

Initial Remedies

When you experience difficulty with the load-balancing network connection at a
particular system, you can do the following:

1. Check the physical connections at the system; consult the owner’s guides for the
equipment.

2. Search or read the /var/adm/SYSLOG file and console window for error messages.
If you find any Network Load Balancing Software driver messages, read about
them in Appendix B.

3. Use lbstat -C to evaluate the state of the load-balancing device(s) on the system.
In particular, the state for each Ethernet port attached to the load-balancing device
should be LINK_GOOD. If a port does not show this status, check its cabling.

4. If the Network Load Balancing Software device is not configured for static trunking,
make sure configured switch ports are not setup for load balancing, trunking, or
link aggregation using the IEEE 802.3ad standard.
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5. If the Network Load Balancing Software device has been configured for static
trunking, make sure the switch has also been so configured and is not configured to
use LACP (Link Aggregation Protocol) or 802.3ad.

Connection Has Not Been Functional Since Last Boot

If the Network Load Balancing Software connection has not been working since the last
time the system was booted, or if this is an initial installation of a Network Load
Balancing Software product, one or more of the following could be occurring:

• The operating system has not been rebuilt to include the driver.

• The Network Load Balancing Software interface or the aggregated Ethernets have
not been configured properly.

Follow the instructions below to determine the cause of the problem:

1. Verify that the installed IRIX operating system and Network Load Balancing
Software software are the correct versions by doing the following:

• Determine the correct versions of IRIX and of the Network Load Balancing
Software. The Network Load Balancing Software release notes indicate the
correct IRIX and Network Load Balancing Software versions.

• Use the versions command to display the installed release identifications:

% /usr/sbin/versions eoe.sw.base
eoe1 date Execution Only Environment 1, 6.5

If the version is not correct, install the correct version.

Note: The eoe.sw.base subsystem must be 6.5 or later for the Network Load
Balancing Software to work.

2. View /etc/config/nlb.options; use lbconfig to check for Ethernets
attached to the load-balancing devices.

3. Use netstat, as shown below, to display the currently configured network
interfaces.

% /usr/etc/netstat -in

Figure 4-1 shows example output.
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Figure 4-1 Displaying Available Interfaces With netstat -in

If the Network Load Balancing Software interface is not displayed, continue to the
next step. If the interface is displayed, but the configuration is incorrect, follow the
instructions in Chapter 2 to reconfigure it.

4. Verify the Network Load Balancing Software entries in the
/etc/config/netif.options file. For example, check the spelling of the
network interface.

5. Use /etc/autoconfig to rebuild the operating system to include the Network
Load Balancing Software driver. Reboot the system to start using the new operating
system.

6. Invoke netstat -in again. If the Network Load Balancing Software interface is
still missing, contact your service provider.

Connection Has Been Functional in the Recent Past

Follow these steps to resolve the problem:

Ethernet interface

Network Load Balancing
 interface

Devices attached
to lb0

Ethernet interface

Network Load Balancing
 interface

Name Mtu   Network     Address           Ipkts Ierrs    Opkts  Oerrs Coll
lb0  1500  192.0.2     192.0.2.1      34220311     0  1945959      0    0
ef0  1500  192.1.2     192.1.2.3       3278730     0   801457      0    0
ef1  1500  192.0.2.6   192.0.2.6       1085717     0   645275      0    0
ef2  1500  192.0.2.13  192.0.2.13       731025     0   155986      0    0
ef3  1500  192.0.2.17  192.0.2.17       731025     0       66      0    0
ef4  1500  192.0.2.25  192.0.2.25       730963     0      130      0    0
lo0  32992 127         127.0.0.1       1517780     0  1517780      0    0

Devices attached
to lb0
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1. Ensure that the system is using the operating system that was built most recently.
Use /etc/autoconfig to rebuild the operating system, and then reboot to start
using it.

2. Watch the messages on the terminal during restart to verify that each network
interface is configured correctly. The messages should look similar to these
examples:

Configuring lb0 as sys3
Configuring ec0 as gate-sys3

If the load-balancing driver is not mentioned on the terminal during startup, there
is a problem with the software.

3. Use netstat to display the currently configured network interfaces.

% /usr/etc/netstat -in

If the interface is displayed, but the configuration is incorrect, follow the
instructions in Chapter 2 to reconfigure it.

The /etc/config/netif.options file may have an incorrect entry (for
example, a misspelled network interface); verify all file contents carefully.

If the interface does not display, the software may be dysfunctional. Contact your service
provider.

High Rate of Packet Loss Occurs

If high packet loss is displayed by the ping command, follow these steps:

1. Confirm that the source and destination IP addresses are on the same subnet. If
there was any doubt that they are, enter ping -R, or traceroute to check the
route. (For information on the latter command, see its manpage,
traceroute(1M).)

2. If the source and destination IP addresses are attached to the same switch and ping
still drops packets:

• Enter netstat -C on the source and destination systems.

• Enter ping -f on the source and destination systems to make the problem
more obvious.

In the netstat output, inspect the packet counts and indications of input errors or
output errors while ping is running.
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If the output shows (approximately) one packet dropped per second, check for
defective hardware. Make sure all cables are seated properly.

3. If the netstat output shows no such errors:

• Consult the documentation for the switch and its management software.

• Use statistics tools specific to the protocol you are using (IP, UDP, TCP/IP) to
determine drops.

• Check for defective hardware such as switch ports and problems with the
cabling.

System Cannot Communicate With Other Systems

If ping does not elicit a response from any system, the /etc/hosts and
/etc/config/netif.options files may not have been set up properly. For example,
the files may be configuring the Network Load Balancing Software interface with the
Ethernet IP address.

Verify that the IP (inet) addresses for all network interfaces are correct. To display the
currently configured IP addresses, enter

% /usr/etc/netstat -in

If the addresses are not correct, follow the instructions in Chapter 2 to reconfigure the
Network Load Balancing Software.

If the problem persists, identify other problems, as described in “Verifying the Network
Load Balancing Software Connection” on page 26.

System Does Not Load Miniroot or Boot From the Network

Silicon Graphics workstations and servers are capable of loading a small-sized version of
the operating system (the miniroot) and booting themselves over the network; however,
they are capable of doing this only over Ethernet local area networks (they cannot boot
over Network Load Balancing Software networks) that are configured as the primary
network interface.
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If your system is unable to load the miniroot (or boot over the network), verify that its
primary network interface is an Ethernet connection by following these instructions:

1. Restart the system from the System Maintenance menu. Do not rebuild the
operating system during this restart.

2. Log on and open a shell window.

3. Use these commands to display the ordering of the network interfaces:

% /usr/etc/netstat -i
<primary interface>

<secondary interface>
...

4. If the primary interface is an Ethernet (for example, ef0 or et0), the Ethernet
network connection may be dysfunctional. See IRIX Admin: Networking and Mail for
information about Ethernet network connections.

If the primary interface is not an Ethernet, go to step 5.

5. Configure an Ethernet connection as the primary interface.

6. Reboot the system. When the system is up and running, it should be able to load the
miniroot over the network and boot from it.

snoop command and Network Load Balancing Software Devices

The snoop(1M) command that captures packets from the network and displays their
contents does not support Network Load Balancing Software devices. You have to
snoop each and all physical devices in order to snoop a Network Load Balancing
Software device.
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Appendix A

A. Validated Ethernet Switches

Table A-1 summarizes Ethernet switches that have been specifically validated for the
Network Load Balancing Software.

The Network Load Balancing Software is compatible with any Layer 2 switch.

Note: Only the Foundry FESX424 and FESX448 switches has been validated for use with
static trunking.

Table A-1 Validated Ethernet Switches

Manufacturer Switch

Cisco Systems, Inc. Catalyst 5000 Switching System

Catalyst 2900 Fast Ethernet Switching System

Alteon Networks, Inc. ACEswitch 110

ACEswitch 180

SMC Networks SMC TigerSwitch 10/100/1000

Foundry Networks, Inc. Foundry FESX424

Foundry FESX448
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Appendix B

B. Error Messages

This appendix lists and explains the error messages that the Network Load Balancing
Software prints to the console. Most of the messages refer to SIOCSLSCONF, the ioctl
used to configure load-balancing devices.

lbn:  link failure detected on attached interface if.

The Network Load Balancing device n has detected that the link if has
failed.

lbn:  All links have failed or been disabled.

The Network Load Balancing device n has detected the failure of the last
configured link, or the last link has been administratively disabled.

lbn:  link recovery for attached interface if.

The Network Load Balancing device n has detected that the link if has
recovered (packets have been received on it).

Network load balancing failure detection daemon exiting.

The Network Load Balancing failure detection daemon is exiting, as it
normally does when the system is shut down or rebooted. Occurrences
of this message at times other than system shutdown or reboot indicate
a problem.

SIOCSLSCONF enable/disable: lbn not configured.

An attempt has been made to enable or disable an interface on a
load-balancing device that has not been configured.

SIOCSLSCONF enable/disable lbn: invalid device count k.

The number of interfaces specified when enabling or disabling an
interface on load-balancing device n was less than 1 or greater than
MAX_INTERFACES as specified in /usr/include/sys/if_lb.h.
The value given was k.
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SIOCSLSCONF enable/disable lbn: bad device list, length k, error err.

The device list passed to the load-balancing configuration ioctl
SIOCSLSCONF for enabling or disabling an interface on load-balancing
device n could not be copied from user space. The length of the list is k.
The error number for the error that occurred during the copy is err.

SIOCSLSCONF enable/disable lbn: NULL device name, device k.

The number of entries in the list of devices to be enabled or disabled for
the load-balancing device n was less than the number specified in the
configuration structure supplied to the SIOCSLSCONF ioctl.

SIOCSLSCONF enable/disable lbn: unit name not found.

The network device whose name is name could not be enabled or
disabled on load-balancing device n because it does not exist.

SIOCSLSCONF enable/disable lbn: unit name not configured.

The unit name could not be enabled or disabled on load-balancing device
n because it is not attached to that device.

SIOCSLSCONF: lbn must be down for reconfiguration.

An attempt was made to reconfigure the load-balancing device n before
the device was taken down via ifconfig.

SIOCSLSCONF: lbn: invalid device count k

The number of interfaces specified when load-balancing device n was
configured was less than 1 or greater than MAX_INTERFACES as
specified in /usr/include/sys/if_lb.h. The value given was k.

SIOCSLSCONF: lbn: bad device list, length k, error err

The device list passed to the load-balancing configuration ioctl
SIOCSLSCONF for load-balancing device n could not be copied from
user space. The length of the list is k. The error number for the error that
occurred during the copy is err.

SIOCSLSCONF: lbn: NULL device name, device k

The number of entries in the list of devices to be attached to the
load-balancing device n was less than the number specified in the
configuration structure supplied to the SIOCSLSCONF ioctl.
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SIOCSLSCONF: lbn: unit name not found.

The network device whose name is name could not be attached to
load-balancing device n because it does not exist.

SIOCSLSCONF: lbn: unit name has no primary address.

Every network device must have a primary IP address, which must be
assigned before the load-balancing device is configured.

n indicates the load-balancing device being configured when the error
was detected. The offending device’s name is name.

SIOCSLSCONF: lbn: unit name has an invalid subnet mask x.

All network devices to be attached to a load-balancing device must have
the subnet mask 0xffffffff, which must be set before the load -balancing
device is configured.

n indicates the load-balancing device being configured when the error
was detected. The offending device’s name is name.

SIOCSLSCONF: lbn: unit name error err setting flags.

This error was encountered when attempting to set the device flags for
a device being attached to a load-balancing device.

n indicates the load-balancing device being configured when the error
was detected. The offending device’s name is name.

SIOCSLSCONF: lbn: the units are not all of the same type.

All network devices attached to a load-balancing device must be of the
same type: 10-Base-T, 100-Base-T, or gigabit Ethernet.

n indicates the load-balancing device being configured when the error
was detected.

SIOCSLSCONF: unable to start lbn, error err.

Error err was encountered when attempting to start load-balancing
device n.

Unable to allocate load balancing device data.

The kernel had insufficient memory available to allocate the data
structures required by the load-balancing devices.
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